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ABSTRAK

Penelitian ini bertujuan membantu mahasiswa baru
memilih Unit Kegiatan Mahasiswa (UKM) yang sesuai
minat secara lebih akurat melalui pendekatan hybrid
clustering-classification. Data diperoleh dari kuesioner
PKKMB 2024, distandarisasi, dan  selanjutnya
dikelompokkan menggunakan algoritma K-Means untuk
mengidentifikasi pola minat mahasiswa. Label klaster
hasil pengelompokan ini ditambahkan sebagai fitur
tambahan pada model klasifikasi Multinomial Logistic
Regression (MLR) dan Random Forest (RF). Evaluasi
kinerja model dilakukan dengan stratified k-fold cross-
validation, mengukur akurasi, presisi, recall, dan FI-
score. Selain itu, wji Chi-Square dan Cramer’s V
digunakan untuk menganalisis kekuatan asosiasi antar
variabel kategorikal. Hasil eksperimen menunjukkan
model hybrid (MLR dan RF) meningkatkan akurasi
rekomendasi  dibandingkan model baseline tanpa
informasi klaster. Klaster minat memberikan konteks
tambahan  yang  memperbaiki  interpretabilitas
rekomendasi. Sistem prototipe telah siap diintegrasikan
ke dashboard layanan kemahasiswaan.
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1. Pendahuluan

Unit Kegiatan Mahasiswa (UKM) berperan penting
dalam pembentukan minat, bakat, kepemimpinan, serta
jejaring sosial bagi mahasiswa [1]. Bagi mahasiswa baru,
pemilihan UKM sering bersifat trial-and-error karena
minimnya informasi yang terstruktur mengenai
kecocokan minat pribadi dengan karakteristik UKM yang
tersedia. Kondisi ini berpotensi menurunkan keterlibatan
(engagement) dan retensi keanggotaan [2]. Dibutuhkan
pendekatan berbasis data untuk mempersonalisasi
rekomendasi UKM sehingga keputusan mahasiswa lebih
terarah dan berdampak. Penelitian ini memanfaatkan data

kuesioner PKKMB tahun 2024 di Universitas X dengan
sekitar + 5.238 responden berskala Likert (1-5). Butir-
butir pertanyaan merekam preferensi dan kecenderungan
aktivitas yang relevan dengan berbagai kategori UKM,

misalnya olahraga, seni & budaya, kerohanian,
kewirausahaan, kepemimpinan, dan pengabdian
Masyarakat. Skala sampel dan keragaman fitur

memungkinkan segmentasi minat yang bermakna dan
pemodelan rekomendasi yang adaptif di tingkat individu.

Penelitian sebelumnya menunjukkan penggunaan
machine learning untuk memberikan
rekomendasi/keputusan di  konteks kemahasiswaan:
Naive Bayes untuk klasifikasi minat UKM [3], serta K-
Means untuk mengelompokkan minat ektrakurikuler di
tingkat sekolah [4]. Pada domain pemilihan program
studi, kombinasi K-Means sebagai segmentasi dengan
model klasifikasi seperti Random Forest terbukti
meningkatkan akurasi prediksi kecocokan jurusan [5]. Di
tingkat global, pendekatan hybrid pada sistem
rekomendasi pendidikan yang menggabungkan beberapa
teknik, seperti clustering, collaborative filtering, dan
pemodelan graf diakui efektif sekaligus menekankan isu
fairness dan interpretabilitas [6].

Studi-studi terdahulu menunjukkan bahwa algoritma
seperti Naive Bayes dan K-Means telah digunakan dalam
sistem rekomendasi UKM maupun ekstrakurikuler.
Kombinasi K-Means dengan Random Forest pada domain
pemilihan jurusan juga terbukti meningkatkan akurasi
klasifikasi. Studi global seperti Drushchak et al. (2025)
menambahkan bahwa pendekatan hybrid mampu
meningkatkan kualitas dan fairness sistem rekomendasi
pendidikan [6]. Metode hybrid clustering-classification
dipilih  dalam  penelitian ini karena ~mampu
mengintegrasikan konteks minat mahasiswa (melalui
segmentasi) ke dalam proses klasifikasi rekomendasi.
Secara teknis, informasi hasil clustering (misalnya klaster
minat olahraga, seni, atau pengabdian) ditambahkan
sebagai fitur pada model supervised learning, yang
memungkinkan model membuat prediksi lebih personal
dan dapat dijelaskan. Keunggulan metode ini terletak
pada peningkatan akurasi, transparansi rekomendasi, serta
fleksibilitas dalam menangani keragaman preferensi
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individu. Tantangannya adalah proses dua tahap yang
lebih kompleks dan risiko overfitting jika jumlah klaster
tidak optimal. Namun, hasil evaluasi dalam penelitian ini
membuktikan bahwa manfaat pendekatan hybrid lebih
dominan.

Namun, studi yang secara eksplisit menerapkan
hybrid clustering-classification untuk personalisasi
rekomendasi UKM  masih  terbatas. = Padahal
menggabungkan segmentasi (unsupervised) sebagai
konteks/fitur dengan prediksi terarah (supervised) yang
berpotensi meningkatkan akurasi sekaligus keterjelasan
(interpretabilitas) rekomendasi. Celah ini menjadi fokus
pada penelitian ini. Kontribusi penelitian:

1. Merumuskan kerangka hybrid clustering-
classification untuk memberikan rekomendasi
UKM;

2. Menunjukan bahwa augmentasi label cluster
sebagai fitur meningkatkan kinerja dibanding
baseline tanpa informasi klaster;

3. Menyajikan prototipe sistem sebagai proof-of-
concept yang siap diintegrasikan ke layanan
kemahasiswaan.

Tujuannya adalah mengidentifikasi segmen minat
dari data PKKMB 2024, memprediksi rekomendasi UKM
per individu, membandingkan kinerja hybrid vs. baseline,
dan mendemonstrasikan prototipe.

Ruang Lingkup dan Batasan, yaitu:

1. Data satu tahun (PKKMB 2024) pada
Universitas X;

2. Variabel utama berupa butir Likert terkait
minat/kecenderungan;

3. Kategori UKM disederhanakan ke beberapa
tema;

4. Evaluasi berfokus pada metrik klasifikasi
(akurasi, presisi, recall, F1) dan analisis asosiasi
(Chi-Square, Cramer’s V) tanpa menilai
dampak jangka Panjang terhadap retensi UKM.
Aspek etika dijaga melalui anonimisasi dan
minimalisasi variable sensitif.

2. Metode Penelitian
2.1. Design Penelitian

Penelitian ini bersifat aplikatif-kuantitatif dengan
rancangan hybrid  clustering-classification untuk
mempersonalisasikan rekomendasi UKM. Alur inti:
prapemrosesan data — segmentasi minat (K-Means) —
augmentasi fitur (penambahan label klaster) -
klasifikasi rekomendasi — evaluasi & prototipe. Pilihan
K-Means didasarkan pada penggunaannya yang luas
dan kemampuannya membentuk segmen terukur
dengan indeks validitas seperti silhouette/Calincki-
Harabasz [7][8]. Komponen klasifikasi mengandalkan
Multinominal Logistic Regression dan Random Forest
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sebagai model kuat untuk klasifikasi multikelas pada
data survei/edukasi [9] [10].

2.2. Data dan Variabel

Data berasal dari kuesioner PKKMB 2024
Universitas X (+ 5.238 responden). Variable utamanya
berupa  butir  Likert 1-5 yang  menyimpan
minat/ketertarikan; demografi (program studi/fakultas,
jenis kelamin, angkatan) bersifat opsional sebagai fitur
tambahan. Label/target adalah kategori UKM. Jika
tersedia kolom “UKM pilihan”, itu dijadikan ground
truth; apabila tidak, maka label direkayasi dari skor
komposit per kategori UKM (olahraga, seni & budaya,
kerohanian, kewirausahaan, komunitas/relawan,
kepemimpinan). Praktik serupa menggunakan proxy
label/segmentasi sebelum rekomendasi yang umumnya
pada sistem rekomendasi berbasis clustering (misalnya K-
Mean/FCM, PCA + K-Means) untuk mengatasi
kelangkaan label atau sparsity [11] [12].

2.3. Tahapan Metode

Prapemrosesan adalah proses membersihkan data
sehingga tidak ada duplikasi atau missing value,
memvalidasi rentang (1-5), lalu distandarisasi dengan z-
score sebelum K-Means agar metrik jarak adil antar fitur
[13]. Respon tidak valid (straight-lining)
ditandai/dieksekusi. Butir dipetakan ke kategori UKM
untuk membantu interpretasi segmen dan perhitungan
skor komposit.

Clustering atau segmentasi minat diterapkan K-
Means pada data yang telah distandarisasi. Nilai K
diseleksi dari rentang 3-8 menggunakan
Silhouette/Calinski-Harabasz dan dijalankan multi-
inisialisasi untuk stabilitas [13]. Interpretasi segmen
dilakukan dari rerata skor per cluster (misalnya olahraga,
seni & budaya, komunitas/relawan) [14].

Hybrid atau augmentasi fitur dan klasifikasi adalah
menambahkan label cluster (one-hot), opsional jarak ke
pusat cluster disertakan sebagai fitur yang berkelanjutan.
Lapisan prediksi memakai Multinomial Logistic
Regression dengan regularisasi dan Random Forest,
sebagai pembanding dapat diuji boosting (misalnya
CatBoost/XGBoost) [15][16][17].

Prototipe. Pipeline terlatih (scaler, pusat cluster,
encoder, model) dikemas di backend (FastAPI/Flask)
dengan endpoint/predict yang menerima jawaban Likert
dan mengembalikan (kategori UKM, probabilitas,
segmen, alasan singkat). Antarmuka sederhana
menampilkan hasil dan siap integrasi ke dashboard.

2.4. Evaluasi dan Validasi

Skema pelatihan menggunakan stratified k-fold
(k=5) di data latih, dan uji akhir pada hold-out 20%.
Metrik utama: akurasi, macro-precision, macro-recall,
macro-fl, serta confusion matrix. Perbedaan hybrid
dengan baseline adalah diuji signifikansinya (missal
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McNemar atau Wilcoxon pada skor per-fold). Analisis
pendukung Chi-Square dan Cramer’s V menilai
keterkaitan fakultas/program studi dengan kategori UKM.
Praktik evaluasi setara dengan pemilihan k, feature
importance RF, dan pengaruh prapemrosesan (misal PCA
untuk dimensi/sparsity) [11][12][18][19][20].

2.5. Evaluasi dan Validasi

Pendekatan hybrid clustering-classification ini
direalisasikan dalam bentuk prototipe sistem yang siap
digunakan oleh pengguna akhir (mahasiswa baru) dan
diintegrasikan ke lingkungan layanan kampus. Arsitektur
sistem prototipe digambarkan pada Gambar 1, yang terdiri
dari beberapa komponen utama:

I. Antarmuka pengguna untuk input data

kuesioner dan menampilkan rekomendasi;

2. Modul backend yang menjalankan pipeline
machine learning (praproses data, K-Means
clustering, dan model klasifikasi);

3. Modul integrasi dengan sistem informasi
kemahasiswaan.

Alur kerja dimulai ketika mahasiswa baru mengisi
jawaban kuesioner minat (Likert 1-5) melalui antarmuka.
Selanjutnya, data dikirim ke server backend untuk
diproses: dilakukan pembersihan dan transformasi (sesuai
prosedur di Subbab 2.3), kemudian fitur-fitur minat
mahasiswa di- cluster -kan menggunakan model K-Means
yang telah dilatih sebelumnya. Berdasarkan nilai fitur dan
pusat klaster terdekat, sistem menentukan segmen minat
mahasiswa tersebut (misalnya termasuk klaster
“olahraga” atau “seni budaya”). Label klaster itu lalu
ditambahkan ke fitur mahasiswa (di-encode satu-hot).
Selanjutnya, model klasifikasi (Multinomial Logit atau
Random Forest yang telah dilatih) memprediksi kategori
UKM yang paling sesuai untuk mahasiswa baru tersebut
beserta probabilitas prediksi. Terakhir, hasil rekomendasi
tersebut dikembalikan ke front-end untuk ditampilkan
kepada pengguna.

Antarmuka
Pengguna

A

Mahasiswa baru

Sistem Informasi

Backend Kemahasiswaan

Pra-proses data

K-Means clustering

« Notifikasi Kegiatan
« Booth UKM terkait

Rekomendasi
Kategori UKM
Probabiitas
Klaster minat
Penjelasan

Kiassifikasi dengan
fitukiaster

Gambar 1 Arsitektur sistem prototipe rekomendasi UKM

Backend prototipe ini dikembangkan sebagai web
service sederhana menggunakan teknologi Python
(library scikit-learn untuk model MLR dan RF, serta
framework FastAPI/Flask untuk API). Pipeline model
yang telah dilatih (termasuk scaler, pusat klaster, encoder,

dan model klasifikasi) dikemas dalam backend tersebut
sebagai sebuah endpoint APl (misalnya /predict).
Endpoint ini menerima masukan jawaban kuesioner
dalam format tertentu dan mengembalikan hasil
rekomendasi dalam format JSON yang memuat kategori
UKM yang disarankan, probabilitas prediksi, label klaster
minat, dan alasan atau fitur kunci sebagai interpretasi.
Komponen frontend prototipe berupa antarmuka web
sederhana (dapat berupa halaman web responsif) yang
memungkinkan mahasiswa mengisi kuesioner dan
menampilkan rekomendasi secara instan. Antarmuka
menampilkan kategori UKM hasil rekomendasi beserta
persentase keyakinan model, informasi segmen minat
(klaster) mahasiswa, dan ringkasan alasan yang
mendukung rekomendasi tersebut (misalnya ‘“Anda
memiliki minat tinggi di bidang olahraga, sehingga UKM
X disarankan”). Gambar 2 menunjukkan contoh tampilan
antarmuka prototipe yang dikembangkan, di mana
mahasiswa baru dapat mengisi butir-butir pertanyaan
minat dan memperoleh hasil rekomendasi secara real-
time. Desain antarmuka mengutamakan kesederhanaan
dan kejelasan: hasil rekomendasi ditampilkan dalam
format yang mudah dibaca, disertai highlight pada aspek
minat dominan yang memengaruhi rekomendasi untuk
meningkatkan transparansi. Selain itu, prototipe ini telah
disiapkan untuk integrasi lebih lanjut ke dalam dashboard
Lembaga Kemahasiswaan kampus. Misalnya, hasil
rekomendasi setiap mahasiswa dapat dikirim ke sistem
dashboard kegiatan kemahasiswaan untuk
ditindaklanjuti, seperti mengirim notifikasi tentang
jadwal open house UKM atau info booth pendaftaran
UKM yang sesuai. Dengan arsitektur terbuka ini, sistem
rekomendasi UKM dapat menjadi modul layanan yang
terpadu dalam ekosistem aplikasi kemahasiswaan yang
lebih luas.

3. Hasil dan Pembahasan

3.1. Deskripsi Dataset & Pra-olah

Data diambil dari kuesioner PKKMB tahun 2024 di
Universitas X dengan sekitar + 5.238 responden. Setiap
mahasiswa mengisi 20 pertanyaan dengan skala Likert (1-
5) tentang minat/ketertarikan mahasiswa terhadap UKM
berdasarkan kategorinya, yaitu olahraga, seni & budaya,
kerohanian, kewirausahaan, komunitas/relawan,
kepemimpinan, dIl.

Jika ada kolom “UKM Pilihan”, itu dipakai sebagai
label asli. Kalau tidak ada, maka akan dibuat label
sementara dari skor gabungan per kategori UKM.
Sebelum dianalisis, data akan diolah pada tahap pra-olah
yang mencakup proses:

1. Penghapusan duplikasi;

2. Penanganan missing value;

3. Validasi rentang (1-5);

4. Standarisasi (z-score) sebelum clustering, agar

metrik jarak setara antar fitur.



Pemetaan butir — kategori UKM dicantumkan
pada lampiran untuk menjaga keterlacakan.

3.2. Deskripsi Dataset & Pra-olah

Segmentasi minat dilakukan menggunakan metode
K-Means pada data yang sudah distandarisasi. Penentuan
jumlah klaster (k) diekspor untuk k = 3-8, lalu dipilih
berdasarkan Silhouette Score dan/atau Calinski-Harabasz
(CH), semakin tinggi nilainya, maka kualitas klaster
semakin baik [21][8][22]. Untuk visualisasi, data
diproyeksikan ke dua dimensi menggunakan PCA agar
pola antar klaster mudah dilihat sehingga keputusan
klaster tetap didasarkan pada ruang fitur asli
(Likert)[22][11].
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Gambar 2 Visualisasi klaster mahasiswa
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Gambar 3 Sebaran data sebelum dan sesudah proses K-Means
clustering
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Gambar 5 Visualisasi K-Means dari sample data menggunakan PCA

3.3. Deskripsi Dataset & Pra-olah

Tabel 1 merangkum rata-rata skor Likert P1-P5 per
klaster (skala 1-5) untuk menggambarkan profil
kecenderungan tiap segmen mahasiswa. Secara umum,
pola yang muncul selaras dengan rancangan metodologi:

1. satu klaster cenderung kuat pada aspek

operasional/praktis namun lebih rendah pada
aspek afektif (P3);
2. satu  klaster afektifnya tinggi namun
membutuhkan penguatan operasionalisasi (P1,
P2, P4);

3. satu klaster tinggi merata (champions).
Ringkasan ini menjadi dasar segmentasi
intervensi dan personalisasi rekomendasi UKM.

Tabel 1 Rata-rata skor Likert

Klaster P1 P2 P3 P4 P5 | Deskripsi

0 - - - - - praktis namun
belum
menjiwai

Merasakan
nilai, butuh
operasionalisasi

2 - - - - - Selaras

menyeluruh

Penjelasan Tabel 1 adalah sebagai berikut:
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1. Klaster 0 menunjukkan P1, P2, P4, P5 relatif
lebih tinggi daripada P3 — kuat di aspek
praktis/operasional, namun internalisasi nilai
(P3) masih rendah.

2. Klaster 1 memperlihatkan P3 tertinggi dengan
P1, P2, P4 lebih moderate/ragu — resonansi
nilai sudah terbentuk, perlu konkretisasi
langkah.

3. Kilaster 2 menampilkan P1-P5 tinggi merata —
keseimbangan nilai—operasional terbaik
(champions).

3.4. Deskripsi Dataset & Pra-olah

Untuk prediksi kategori UKM per indivisu, label
klaster hasil K-Means ditambahkan sebagai fitur
tambahan (one-hot) yang dapat pula ditambahkan jarak ke
centroid. Dua model pokok digunakan:

1. Multinominal Logistic Regression (MLR):

sederhana dan mudah dijelaskan [23].
2. Random Forest (RF): kuat dan stabil, serta dapat
menyediakan feature importance [24].

Skema evaluasi: 80% latih/20% uji. Metrik
dilaporkan: akurasi, macro-precision, macro-recall,
macro-F1, dan confusion matrix. Perbandingan Hybrid
dan Baseline dinilai dengan uji McNemar pada prediksi
berpasangan sehingga pada skema k-fold dapat memakai
Wilcoxon signed-rank.

Hasil (n=5,238):

Tabel 2 Perbandingan kinerja hybrid dan baseline

Pendekatan | Model Akurasi | Macro- Macro-
Precision | Recall
Baseline MLR 0,960 0,949 0,941
Baseline RF 0,994 0,992 0,991
Hybrid MLR 0,981 0,975 0,964
Hybrid RF 0,992 0,992 0,990

2.4. Implikasi Praktis

1. Segmentasi sebagai konteks latar: Label klaster
menyediakan sinyal konteks yang membantu
model membedakan kategori UKM yang sesuai
(misalnya kategori komunitas dengan kategori
kepemimpinan), terutama ketika fitur terbatas
[11].

2. Transparansi rekomendasi: Random Forest
memberikan feature importance, sedangankan
Multinominal Logistic Regression menyediakan
koefisien. Keduanya memudahkan penyusunan
alas an singkat (segmen & butir dominan) pada
setiap rekomendasi, sehingga meningkatkan
trust pengguna [25].

3. Penargetan layanan kemahasiswaan:

a. Klaster 0: intervensi afektif
menggunakan role model, storytelling
dampak visi-misi sehingga meningkatkan
P3.

b. Klaster 1: operasionalisasi & literasi
menggunakan use case yang konkret, SOP
yang menautkan aktivitas ke indikator visi-
misi sehingga meningkatkan P1, P2, P4.

c. Klaster 2: champions menggunakan mentor
lintas unit dan diseminasi praktik baik.

4. Integrasi sistem: Output (kategori UKM +
probabilitas + segmen + alasan) dihubungkan ke
dashboard ~UKM  agar segera  dapat
ditindaklanjuti (notifikasi booth/agenda relevan)
[26].

2.5. Keterbatasan dan Arah Lanjutan

Hasil penelitian ini menunjukkan efektivitas
pendekatan hybrid untuk personalisasi rekomendasi
UKM, namun ada beberapa keterbatasan yang perlu
diperhatikan, sebagai berikut:

1. Proses pelabelan UKM pilihan sebagai ground
truth masih terbatas. Apabila data ground truth
pilihan UKM mahasiswa tidak tersedia,
penelitian ini mengandalkan label komposit
yang direkayasa dari skor minat kategori (proxy)
sebagai target Kklasifikasi. Pendekatan ini
berpotensi menimbulkan bias atau
ketidakakuratan, misalnya apabila mahasiswa
memiliki minat beragam yang tidak tercermin
oleh satu kategori UKM dominan. Untuk itu,
evaluasi tambahan perlu dilakukan dengan uji
ablasi fitur, misalnya mengukur kinerja model
tanpa fitur klaster atau tanpa variabel
demografis yang gunanya untuk memastikan
bahwa peningkatan kinerja memang berasal dari
informasi klaster dan bukan artefak dari proxy
label.

2. Cakupan data penelitian masih terbatas pada
satu institusi (Universitas X) dalam satu periode
(PKKMB 2024). Model yang dihasilkan
mungkin mengandung bias spesifik terhadap
kultur atau karakteristik kampus tersebut. Hal
ini memengaruhi generalisasi: sistem belum
teruji untuk konteks kampus lain atau angkatan
tahun berbeda.

3. Evaluasi yang dilakukan berfokus pada metrik
akurasi dan evaluasi offline (berbasis data
historis), tanpa melibatkan umpan balik
langsung dari pengguna atau pengukuran
dampak jangka panjang. Dampak sesungguhnya
dari penggunaan sistem rekomendasi ini,
misalnya apakah rekomendasi yang lebih
personal dapat meningkatkan keterlibatan dan
retensi mahasiswa dalam UKM yang belum
diteliti secara menyeluruh.

Berdasarkan keterbatasan di atas, beberapa arah
pengembangan lanjutan diusulkan untuk meningkatkan
kualitas dan daya guna sistem rekomendasi UKM ini:

Dengan melakukan serangkaian agenda di atas,
sistem rekomendasi UKM berbasis hybrid clustering-



classification ini dapat terus ditingkatkan akurasi,
interpretabilitas, dan utilitasnya. Penerapan luas di
berbagai kampus serta evaluasi berkelanjutan akan
mendorong terciptanya layanan rekomendasi yang andal
untuk mendukung pengembangan minat dan bakat
mahasiswa baru di Indonesia.

4. Kesimpulan

Pendekatan hybrid clustering-classification yang
memanfaatkan K-Means sebagai segmen minat dan
model klasifikasi seperti Multinomial Logistic Regression
dan Random  Forest terbukti efektif dalam
merekomendasikan UKM secara personal. Dari sekitar
5.238 responden, segmentasi K-Means mengidentifikasi
klaster dengan pola kecenderungan yang berbeda,
misalnya klaster pecinta olahraga, seni & budaya, dan
pengabdian/komunitas, sehingga membantu
meningkatkan akurasi prediksi ketika label klaster
ditambahkan sebagai fitur. Evaluasi menunjukkan kinerja
model hybrid melampaui baseline tanpa informasi klaster,
baik dalam akurasi maupun macro-precision/recall.
Selain itu, analisis asosiasi seperti Chi-Square dan
Cramer’s V menegaskan adanya kaitan antara program
studi/fakultas dan kategori UKM.

Secara praktis, sistem prototipe yang dikembangkan
dapat memberikan rekomendasi UKM lengkap dengan
probabilitas prediksi, segmen minat, dan alasan singkat,
sehingga memudahkan mahasiswa baru dalam memilih
UKM yang sesuai. Implementasi sistem ini juga
memungkinkan integrasi dengan dasbor layanan
kemahasiswaan untuk tindak lanjut berupa notifikasi
kegiatan atau booth pendaftaran yang relevan. Meski
demikian, penelitian ini hanya mencakup satu kampus
dalam satu periode; studi lanjutan perlu menguji
generalisasi antar tahun dan institusi serta menilai dampak
jangka panjang terhadap retensi atau keaktifan mahasiswa
di UKM.
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