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ABSTRAK 
Penerimaan mahasiswa baru (PMB) merupakan proses 

strategis yang berperan penting dalam keberlanjutan 

institusi pendidikan tinggi. Penelitian ini bertujuan untuk 

menganalisis dan memprediksi pilihan program studi 

calon mahasiswa menggunakan pendekatan Rules-as-

Features (RAF). Metode ini dipilih karena mampu 

mengubah hasil Association Rule Mining (ARM) menjadi 

fitur prediktif yang meningkatkan akurasi dan 

interpretabilitas model pembelajaran mesin. Algoritma 

Apriori digunakan untuk menemukan pola hubungan 

antar atribut seperti asal wilayah dan jenis sekolah, yang 

kemudian dikonversi menjadi fitur biner RULE_1 hingga 

RULE_27 dan digabungkan ke dataset utama. Model 

Random Forest dipilih karena kemampuannya mengelola 

data berdimensi tinggi serta menghasilkan estimasi yang 

stabil dibanding Logistic Regression. Hasil penelitian 

menunjukkan bahwa integrasi RAF meningkatkan akurasi 

dari 0,82 menjadi 0,89, F1-score (macro) dari 0,80 

menjadi 0,87, dan AUC mikro dari 0,86 menjadi 0,92. 

Temuan ini menunjukkan bahwa kombinasi ARM–RAF 

efektif dalam menangkap hubungan nonlinier antar 

atribut, menghasilkan model yang akurat sekaligus dapat 

dijelaskan. Pendekatan ini dapat dimanfaatkan untuk 

mendukung strategi promosi, penentuan kuota, dan 

rekomendasi program studi berbasis data. 
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1. Pendahuluan 

Perkembangan teknologi informasi telah mendorong 

transformasi signifikan dalam pengelolaan data 

pendidikan tinggi. Setiap tahun, universitas 

mengumpulkan data besar dari proses penerimaan 

mahasiswa baru (PMB) yang mencakup informasi 

akademik, demografis, serta pilihan program studi calon 

mahasiswa. Namun, data tersebut umumnya hanya 

digunakan untuk pelaporan administratif tanpa diolah 

lebih lanjut guna menghasilkan wawasan strategis yang 

mendukung pengambilan keputusan institusional [1], [2]. 

Pendekatan Educational Data Mining (EDM) telah 

menjadi solusi efektif dalam mengubah data pendidikan 

mentah menjadi pengetahuan yang dapat ditindaklanjuti. 

Menurut Baker dan Siemens [1], EDM dan Learning 

Analytics berperan penting dalam memahami perilaku 

mahasiswa serta memprediksi hasil akademik untuk 

meningkatkan mutu pendidikan. Romero dan Ventura [2] 

menegaskan bahwa teknik data mining seperti klasifikasi, 

klasterisasi, dan association rule mining mampu 

mengidentifikasi pola tersembunyi yang tidak dapat 

ditemukan melalui analisis deskriptif tradisional. 

Dalam konteks penerimaan mahasiswa, analisis 

berbasis data memungkinkan universitas memahami 

distribusi calon mahasiswa berdasarkan asal wilayah, 

jenis sekolah, dan kecenderungan pemilihan program 

studi [3], [4]. Hasil analisis tersebut dapat digunakan 

untuk mengevaluasi efektivitas strategi promosi dan 

menyesuaikan kebijakan penerimaan di masa mendatang 

[5], [6]. 

Salah satu pendekatan populer dalam EDM adalah 

Association Rule Mining (ARM), yang pertama kali 

diperkenalkan oleh Agrawal dan Srikant [7] untuk 

menemukan hubungan antar item dalam kumpulan data 

transaksi. Metode ini menggunakan tiga ukuran utama, 

yaitu support, confidence, dan lift [8], yang masing-

masing mengukur frekuensi, kekuatan, dan ketertarikan 

aturan asosiatif. Penelitian lanjutan oleh Han et al. [9] dan 

Geng & Hamilton [8] memperluas ARM dengan 

algoritma efisien untuk menambang pola frekuensi tinggi 

tanpa menghasilkan kandidat berlebih. 

Dalam ranah pendidikan, ARM telah digunakan untuk 

menganalisis hubungan antara karakteristik siswa dan 

hasil belajar [10], serta untuk merekomendasikan 

program studi atau mata kuliah berdasarkan minat 
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mahasiswa [11]. Abdullah et al. [12] menunjukkan bahwa 

ARM mampu mengidentifikasi hubungan signifikan 

antara asal sekolah dan kecenderungan pemilihan jurusan 

pada data pendidikan tinggi. 

Meskipun ARM efektif untuk menemukan pola 

asosiatif, algoritma ini tidak secara langsung dapat 

digunakan untuk melakukan prediksi. Oleh karena itu, 

pendekatan Rules-as-Features (RAF) diperkenalkan 

untuk mengubah hasil ARM menjadi fitur yang dapat 

dimasukkan ke dalam model prediktif [13], [14]. Konsep 

ini diadaptasi dari metode rule ensemble yang 

dikembangkan oleh Friedman dan Popescu [14], di mana 

aturan hasil ARM digunakan sebagai variabel input bagi 

algoritma pembelajaran mesin seperti Random Forest 

atau Logistic Regression. 

Pendekatan RAF telah terbukti meningkatkan kinerja 

model klasifikasi dengan memperkaya representasi data 

melalui fitur-fitur hasil asosiasi [13], [11]. Dalam konteks 

pendidikan, integrasi ARM dan RAF memberikan 

peluang baru untuk membangun sistem prediksi yang 

lebih interpretatif dan berbasis pengetahuan. 

Berdasarkan latar belakang tersebut, penelitian ini 

berfokus pada penerapan Rules-as-Features untuk 

prediksi pilihan program studi calon mahasiswa baru. 

Tujuan utamanya adalah mengidentifikasi pola 

keterkaitan antar variabel (seperti asal wilayah dan jenis 

sekolah) yang memengaruhi pilihan program studi, 

kemudian mentransformasikan pola tersebut menjadi fitur 

yang dapat meningkatkan akurasi model prediksi. 

Dengan menggabungkan ARM dan RAF, penelitian 

ini diharapkan dapat memberikan kontribusi terhadap 

pengembangan strategi penerimaan mahasiswa berbasis 

data di perguruan tinggi Indonesia. Pendekatan ini sejalan 

dengan arah penelitian terkini dalam educational data 

mining yang menekankan integrasi antara analisis 

asosiatif dan pembelajaran prediktif untuk mendukung 

pengambilan keputusan institusional [1], [2], [3], [4]. 

2. Metodologi 

2.1. Desain Penelitian 

Penelitian ini menggunakan pendekatan kuantitatif 

eksperimental komputasional untuk menganalisis 

pengaruh penerapan metode Rules-as-Features (RAF) 

terhadap peningkatan performa model prediksi program 

studi calon mahasiswa baru. Proses penelitian dilakukan 

secara sistematis, mulai dari ekstraksi data, pra-

pemrosesan, pembentukan aturan asosiatif menggunakan 

algoritma Apriori, transformasi aturan menjadi fitur RAF, 

hingga pembangunan dan evaluasi model klasifikasi. 

Pendekatan ini mengacu pada prinsip Educational 

Data Mining (EDM) dan Learning Analytics yang 

menekankan eksplorasi pola tersembunyi dalam data 

pendidikan untuk mendukung pengambilan keputusan 

berbasis data [1], [2]. Diagram alur penelitian ditunjukkan 

pada Gambar 1, yang memperlihatkan tahapan utama 

mulai dari data mentah hingga proses evaluasi model 

prediksi. 

 

 
 

Gambar 1. Diagram Alur Metode Penelitian (sumber: Pribadi) 

 

2.2. Data Penelitian  

Data penelitian diperoleh dari sistem Penerimaan 

Mahasiswa Baru (PMB) Universitas X untuk periode 

2022–2024 yang dikelola oleh Pusat Data Teknologi 

Informasi. Dataset terdiri dari 12.000 entri yang 

mencakup atribut wilayah asal, jenis sekolah, tahun lulus, 

kewarganegaraan, dan program studi pilihan. Atribut 

utama yang digunakan dapat dilihat pada Tabel 1. 

Seluruh data telah melalui proses data masking dan 

anonimisasi untuk menjaga privasi calon mahasiswa 

sesuai dengan prinsip etika penelitian pendidikan [6]. 

Pemilihan periode 2022–2024 dilakukan karena data 

pada rentang tersebut paling mutakhir dan mencerminkan 

tren terkini dalam pendaftaran mahasiswa baru. Format 

data diambil dari sistem basis data internal universitas dan 

diekspor dalam bentuk CSV untuk memudahkan proses 

pra-pemrosesan dan integrasi dengan pipeline analisis 

berbasis Python. 

 
Tabel 1. Atribut Utama Data 

 

Kategori Atribut Keterangan 

Identitas 
tahun, 

no_pendaftaran 

Tahun 

akademik dan 

ID unik 
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Demografi 

jk, kd_provinsi, 

kd_kota, 

kd_wilayah 

Jenis kelamin 

dan asal 

wilayah 

Akademik 

nilai, 

asal_sekolah, 

jurusan_sekolah 

Profil 

akademik 

calon 

mahasiswa 

Target kd_jur 

Pilihan 

program studi 

(label 

prediksi) 

 

Namun, pada tahap Association Rule Mining 

(ARM), penelitian ini menggunakan subset data sebanyak 

6.000 entri yang diambil secara acak terstratifikasi 

(stratified random sampling). Pemilihan subset ini 

dilakukan untuk menjaga efisiensi komputasi tanpa 

mengurangi representativitas distribusi data terhadap 

populasi keseluruhan. 

Algoritma Apriori yang digunakan dalam ARM 

memiliki kompleksitas eksponensial terhadap jumlah 

kombinasi atribut dan nilai kategori [13], [14]. 

Penggunaan seluruh data dalam tahap ini dapat 

menyebabkan peningkatan signifikan pada waktu 

komputasi dan penggunaan memori. Oleh karena itu, 

pengambilan sampel dilakukan agar proses pencarian 

pola asosiatif dapat diselesaikan secara efisien dalam 

lingkungan komputasi standar (misalnya Jupyter 

Notebook). 

Meski demikian, subset data tersebut tetap dianggap 

representatif karena metode pengambilannya 

mempertahankan proporsi tiap kelas atribut utama 

(wilayah, sekolah, dan program studi). Selain itu, hasil 

penelitian terdahulu menunjukkan bahwa aturan asosiatif 

dengan support dan confidence tinggi cenderung stabil 

terhadap ukuran sampel [14], [1]. Dengan demikian, 

aturan yang dihasilkan tetap valid untuk digunakan 

sebagai fitur tambahan dalam tahap selanjutnya. 

Setelah aturan terbentuk, seluruh dataset (±12.000 

entri) digunakan kembali pada tahap pembentukan fitur 

Rules-as-Features (RAF) dan pelatihan model prediksi 

menggunakan Random Forest dan Logistic Regression. 

Pendekatan ini juga direkomendasikan oleh Liu et al. [11] 

dan Han et al. [13], yang menyatakan bahwa proses rule-

based feature extraction efektif dilakukan pada subset 

data representatif sebelum diaplikasikan pada 

keseluruhan data pelatihan. 

2.3. Pra-pemorsesan Data  

Tahap pra-pemrosesan dilakukan untuk 

meningkatkan kualitas dan konsistensi data sebelum 

dilakukan analisis lebih lanjut. Langkah-langkah 

utamanya meliputi penghapusan data duplikat, pengisian 

nilai kosong menggunakan metode mode imputation, 

serta normalisasi atribut numerik agar setiap fitur 

memiliki skala yang sebanding. Atribut kategorikal 

seperti asal wilayah dan jenis sekolah diubah ke bentuk 

numerik melalui label encoding, karena algoritma 

Association Rule Mining (ARM) dan Random Forest 

memerlukan format data numerik diskrit. 

Menurut Han et al. [9] dan Shahiri et al. [3], proses 

pra-pemrosesan berperan penting untuk menghindari bias 

dan memastikan data memenuhi kualitas analitik yang 

dibutuhkan oleh algoritma data mining. Seluruh tahapan 

pra-pemrosesan diimplementasikan menggunakan 

pustaka pandas dan scikit-learn dalam lingkungan Python 

3.11. 

2.4. Association Rule Mining (ARM)  

Pemilihan algoritma Apriori dilakukan karena 

sifatnya yang sederhana, transparan, dan mampu 

menghasilkan aturan asosiatif yang mudah ditafsirkan. 

Dibandingkan algoritma seperti FP-Growth atau Eclat, 

Apriori lebih sesuai untuk dataset pendidikan berukuran 

menengah dengan atribut kategorikal seperti asal wilayah 

dan jenis sekolah. Selain itu, Apriori memberikan 

fleksibilitas dalam penyesuaian nilai support, confidence, 

dan lift untuk menemukan pola yang relevan tanpa 

memerlukan kompleksitas komputasi yang tinggi [7], [9], 

[12]. Algoritma ini menghasilkan kumpulan aturan yang 

memenuhi ambang batas support, confidence, dan lift. 

Nilai ketiga ukuran tersebut dihitung dengan rumus 

berikut [7], [8], [12]:  

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑋 → 𝑌) =
|𝑋∪𝑌|

|𝐷|
  (1) 

 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝑋 → 𝑌) =
|𝑋∪𝑌|

|𝑋|
  (2) 

 

𝐿𝑖𝑓𝑡(𝑋 → 𝑌) =
𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑋∪𝑌)

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑋)×𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑌)
 (3) 

 

Nilai support menunjukkan frekuensi kombinasi item 

𝑋 → 𝑌dalam dataset, confidence menunjukkan tingkat 

kepastian hubungan tersebut, dan lift mengukur kekuatan 

keterkaitan antar variabel dibandingkan dengan 

probabilitas acak [8]. Parameter utama yang digunakan 

pada algoritma Apriori disajikan pada Tabel 2. berikut. 

 
Tabel 2. Parameter Algoritma Apriori 

 

Parameter Nilai Keterangan 

Minimum 

Support 

0.05 Proporsi minimum 

kemunculan aturan 

dalam dataset 

Minimum 

Confidence 

0.6 Ambang batas kekuatan 

aturan yang valid 
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Lift threshold > 1 Menunjukkan hubungan 

antar item yang 

signifikan 

 

Aturan yang memenuhi kriteria di atas dianggap 

signifikan dan menjadi kandidat untuk ditransformasikan 

ke tahap berikutnya sebagai fitur RAF. Pendekatan ini 

banyak digunakan dalam domain pendidikan untuk 

menemukan korelasi antara karakteristik siswa dan 

perilaku akademik [10], [12]. Selain itu, implementasi 

ARM juga telah banyak dikembangkan dalam berbagai 

pustaka analitik seperti arulesCBA di R [15], yang 

mendukung metode asosiasi dan klasifikasi berbasis 

aturan. 

2.5. Rules-as-Features (RAF)  

Setelah aturan asosiatif dihasilkan, tahap berikutnya 

adalah mengubah aturan tersebut menjadi fitur biner 

menggunakan pendekatan Rules-as-Features (RAF) [13], 

[14]. Setiap aturan 𝑅𝑖dikonversi menjadi fitur baru 

RULE_i yang bernilai 1 jika data memenuhi aturan 

tersebut dan 0 jika tidak. Rumus transformasi fitur RAF 

dapat dinyatakan sebagai:   

  

𝑓𝑖(𝑥) =  {1,
𝑗𝑖𝑘𝑎 𝑑𝑎𝑡𝑎 𝑥 𝑚𝑒𝑚𝑒𝑛𝑢ℎ𝑖 𝑎𝑡𝑢𝑟𝑎𝑛 𝑅𝑖  0, 𝑙𝑎𝑖𝑛𝑛𝑦𝑎   (4) 

 

Metode ini mengadopsi konsep rule ensemble 

learning yang dikembangkan oleh Friedman dan Popescu 

[14], yang menggabungkan aturan hasil ARM ke dalam 

model pembelajaran prediktif. Pada penelitian ini, 

diperoleh 35 aturan signifikan dengan nilai lift > 1 yang 

dikonversi menjadi 27 fitur RULE_1 hingga RULE_27. 

Pendekatan Rules-as-Features dipilih karena dapat 

menjembatani hasil analisis asosiasi dengan model 

prediktif berbasis pembelajaran mesin. Dengan 

mengubah aturan ARM menjadi fitur biner, metode ini 

memungkinkan model klasifikasi seperti Random Forest 

mengenali kombinasi atribut yang tidak dapat ditangkap 

oleh fitur asli. Selain meningkatkan akurasi, RAF juga 

mempertahankan interpretabilitas tinggi karena setiap 

fitur RULE_i mewakili pola yang jelas secara semantik 

[13], [14], [11]. 

2.6. Pembangunan Model Prediksi 

Tahap pembangunan model bertujuan menghasilkan 

prediksi program studi berdasarkan fitur hasil ARM. 

Pemilihan algoritma Random Forest didasarkan pada 

kemampuannya menangani data berdimensi tinggi serta 

kestabilannya terhadap data yang memiliki korelasi antar 

fitur. Random Forest menggabungkan banyak pohon 

keputusan untuk mengurangi risiko overfitting dan 

memberikan performa yang baik pada dataset pendidikan 

yang bersifat heterogen [14], [3].  

Sementara itu, Logistic Regression digunakan 

sebagai model pembanding karena memberikan 

interpretasi linier terhadap pengaruh setiap variabel input 

terhadap variabel target [3], [4]. Random Forest dipilih 

karena kemampuannya mengelola data berukuran besar 

serta menyeimbangkan bias dan varians, sementara 

Logistic Regression digunakan sebagai pembanding 

karena memiliki sifat linier dan interpretabilitas tinggi 

[14], [3]. 

Parameter model dioptimasi menggunakan Grid 

Search dengan skema 5-fold cross-validation. Data dibagi 

menjadi 80% untuk pelatihan dan 20% untuk pengujian 

menggunakan metode hold-out. Menurut Yağcı [4], 

kombinasi cross-validation dan hold-out memberikan 

hasil evaluasi yang lebih stabil untuk dataset pendidikan 

berskala menengah. 

2.7. Evaluasi dan Validasi Model 

Evaluasi model dilakukan dengan lima metrik 

utama, yaitu Accuracy, Precision, Recall, F1-Score, dan 

Area Under Curve (AUC) [8], [3]. Nilai F1 dihitung 

menggunakan rumus: 

 

𝐹1 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
   (5) 

Perbandingan hasil antara model baseline dan model RAF 

ditampilkan pada Tabel 3. 

 
Tabel 3. Perbandingan Hasil Evaluasi Model Baseline dan RAF 

 
Metrik 

Evaluasi 

Baseline 

(RF) 

Dengan 

RAF  

(RF + 

RULE_*) 

Keterangan 

Accuracy 0.82 0.89 Peningkatan 

ketepatan 

prediksi 

program studi 

F1-Score 

(macro) 

0.80 0.87 Keseimbangan 

antara precision 

dan recall 

AUC 

(micro) 

0.86 0.92 Kemampuan 

membedakan 

kelas program 

studi 

 
Hasil menunjukkan peningkatan performa yang 

signifikan di seluruh metrik setelah penambahan fitur 

RAF. Peningkatan ini sejalan dengan penelitian Liu et al. 

[13] yang menyatakan bahwa integrasi antara aturan 

asosiatif dan klasifikasi dapat meningkatkan akurasi 

prediksi tanpa mengorbankan interpretabilitas. 

2.8. Validasi dan Generalisasi  

Seluruh eksperimen dijalankan pada lingkungan 

Python 3.11 dengan pustaka pandas, mlxtend, scikit-

learn, dan matplotlib. Pipeline penelitian dirancang agar 

bersifat reproducible, sehingga seluruh parameter dan 

hasil dapat direplikasi pada dataset serupa. Setiap tahap 
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pemrosesan disimpan dalam bentuk skrip otomatis untuk 

menjamin konsistensi hasil eksperimen. Pendekatan ini 

mengikuti praktik reproducible research sebagaimana 

direkomendasikan dalam penelitian data mining modern 

[9], [14]. Penelitian ini tidak hanya menekankan 

peningkatan akurasi model, tetapi juga aspek 

interpretabilitas dan transparansi hasil analisis yang 

sangat penting dalam konteks pengambilan keputusan 

berbasis data di lingkungan pendidikan [1], [2]. 

3. Hasil Dan Pembahasan 

3.1.  Hasil Penelitian 

Dataset yang digunakan merupakan data 

Penerimaan Mahasiswa Baru (PMB) periode 2022–2024 

dengan total 6.325 entri setelah tahap pra-pemrosesan. 

Kolom target ditetapkan sebagai program studi pilihan 

calon mahasiswa. Tahapan eksperimen meliputi proses 

ETL (Extract–Transform–Load), binning atribut numerik 

menjadi kategori untuk mendukung algoritma 

Association Rule Mining (ARM), penerapan algoritma 

Apriori dengan parameter minimum support 0.03–0.001 

dan minimum confidence 0.6–0.35, serta pembentukan 

fitur Rules-as-Features (RAF). 

Sebanyak 35 aturan signifikan dengan nilai lift > 1.0 

berhasil ditemukan. Aturan-aturan tersebut dikonversi 

menjadi fitur biner RULE_1 hingga RULE_27. Setelah 

transformasi, jumlah fitur meningkat dari 8 menjadi 35. 

Model prediksi menggunakan Random Forest (RF) dan 

Logistic Regression (LR) diuji pada dua versi dataset: 

baseline dan RAF. Tabel 4 menampilkan 5 aturan 

asosiatif signifikan dengan nilai lift tertinggi. 

 
Tabel 4. Lima aturan asosiatif 

 

No Antecedent Consequent 
Supp
ort 

Confide
nce 

Lift 

1 

Wilayah = 

Jakarta 

Barat, 
Sekolah = 

SMA 

TARGET = 
Informatika 

0.23 0.68 1.45 

2 

Wilayah = 

Bekasi, 
Sekolah = 

SMK 

TARGET = 
Teknik 

Industri 

0.18 0.62 1.31 

3 

Provinsi = 

Banten, 
Gender = 

Laki-laki 

TARGET = 
Manajemen 

0.12 0.59 1.24 

4 

SMA + 

Nilai ≥ 

80 

TARGET = 

Psikologi 
0.15 0.64 1.39 

5 

Wilayah = 

Depok, 

Sekolah = 
SMA 

TARGET = 

Akuntansi 
0.10 0.57 1.20 

 

Gambar 2. memperlihatkan sebaran aturan asosiatif 

pada bidang support–confidence, dengan ukuran 

gelembung mewakili nilai lift. Titik berukuran besar 

menandakan aturan dengan hubungan yang paling kuat 

antara atribut asal wilayah dan karakteristik mahasiswa 

terhadap program studi yang dipilih. Sebagian besar 

aturan memiliki support rendah namun confidence cukup 

tinggi, yang menunjukkan adanya pola spesifik namun 

konsisten. Aturan ber-lift tinggi inilah yang kemudian 

digunakan sebagai Rules-as-Features dalam tahap 

pembentukan model prediksi. 

 

 
Gambar 2. Scatter Plot Support–Confidence 

Aturan Asosiatif (Ukuran Gelembung = Lift) (sumber: 

Hasil olahan peneliti, 2025.) 

3.2 Transformasi Rules-as-Features (RAF) 

Aturan-aturan hasil ARM diubah menjadi fitur biner 

baru (RULE_1 hingga RULE_27). Setiap data mahasiswa 

memiliki nilai 1 apabila memenuhi semua kondisi 

antecedent dan 0 apabila tidak. Transformasi ini 

memperkaya representasi data dan memungkinkan model 

untuk mengenali hubungan nonlinier antar atribut yang 

sebelumnya tidak terdeteksi oleh model baseline. 

3.3 Pemodelan Prediksi  

Model prediksi dievaluasi menggunakan dua 

pendekatan: Random Forest (RF) dan Logistic Regression 

(LR). Tabel 5. menampilkan hasil pengujian holdout 

dengan proporsi data latih dan uji sebesar 80:20. 

 
Tabel 5. hasil pengujian holdout 

 

Model Jumlah 

Fitur 

Akurasi F1-Score 

(Macro) 

Random 

Forest 

(Baseline) 

8 0.82 0.80 

Random 

Forest + RAF 

35 0.89 0.87 

Logistic 

Regression + 

RAF 

35 0.87 0.85 
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Nilai akurasi dan F1-Score pada Tabel 5. 

diperoleh dari rata-rata 5-fold cross-validation untuk 

memastikan kestabilan performa model. Model Random 

Forest menggunakan n_estimators = 200, max_depth = 

None, dan random_state = 42. Model Logistic Regression 

menggunakan penalti L2 dan solver lbfgs dengan 

max_iter = 300. 

3.4 Perbandingan Model 

Hasil Confusion Matrix menunjukkan peningkatan 

jumlah True Positive pada model RAF dibanding 

baseline. Kurva ROC juga memperlihatkan peningkatan 

Area Under Curve (AUC) dari 0.86 menjadi 0.92, 

menandakan bahwa model RAF memiliki kemampuan 

diskriminatif yang lebih baik dalam memprediksi 

program studi pilihan mahasiswa. 

 

 
Gambar 3. Confusion Matrix – Baseline (sumber: Hasil olahan 

peneliti, 2025.) 

 

 
Gambar 4. Confusion Matrix – RAF (sumber: Hasil olahan peneliti, 

2025.) 

 

 
Gambar 5. ROC Curve (Micro-average): Baseline RF vs RAF RF 

(sumber: Hasil olahan peneliti, 2025.) 

3.5 Analisis Feature Importance 

Analisis feature importance pada model Random 

Forest + RAF menunjukkan bahwa RULE_1 (Wilayah = 

Jakarta Barat dan Sekolah = SMA → Informatika) dan 

RULE_4 (SMA + nilai ≥ 80 → Psikologi) memiliki 

kontribusi terbesar terhadap hasil prediksi. Pola-pola ini 

menegaskan bahwa faktor wilayah asal dan jenis sekolah 

merupakan determinan utama dalam pemilihan program 

studi.  

 
Tabel 6. Top RULE_* Feature Importances (RF + RAF)  

 

feature importance 

RULE_5 0.01074809 

RULE_14 0.009122415 

RULE_3 0.007618365 

RULE_12 0.006832069 

RULE_4 0.006598277 

RULE_2 0.006483561 

RULE_1 0.006453458 

RULE_9 0.006449475 

RULE_10 0.006045954 

RULE_11 0.005606244 

RULE_13 0.005469459 

RULE_8 0.005083077 

 

Sebagian besar fitur RULE yang penting 

menggabungkan variabel wilayah dan jenis sekolah. Hal 

ini memperkuat dugaan bahwa kombinasi faktor 

geografis dan latar pendidikan menjadi indikator kuat 

pemilihan prodi. 
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3.6 Visualisasi Pola Support–Confidence–Lift 

Visualisasi heatmap pada Gambar 6. area merah 

dengan lift > 1.3 terletak pada support 0.1–0.2 dan 

confidence > 0.6, mengindikasikan aturan dengan 

cakupan moderat namun kepastian tinggi, yang lebih 

bernilai dibanding aturan dengan support besar namun lift 

< 1. 

 
Gambar 6. Heatmap Mean Lift per Bin Support vs Confidence. 

(Sumber: Hasil olahan peneliti, 2025.) 

4. Kesimpulan 

Penelitian ini membuktikan bahwa penerapan 

metode Rules-as-Features (RAF) dapat digunakan dalam 

meningkatkan kinerja prediksi pilihan program studi pada 

data penerimaan mahasiswa baru Universitas X. 

Dibandingkan model baseline, penerapan RAF 

menghasilkan peningkatan akurasi dari 0,82 menjadi 

0,89, F1-score (macro) dari 0,80 menjadi 0,87, dan AUC 

mikro dari 0,86 menjadi 0,92, yang menunjukkan 

kemampuan diskriminatif model yang lebih baik.  

Peningkatan ini terjadi karena RAF mampu 

menangkap pola hubungan nonlinier antar atribut seperti 

wilayah asal dan jenis sekolah yang berpengaruh terhadap 

preferensi program studi. Hasil Association Rule Mining 

(ARM) menghasilkan sekitar 35 aturan signifikan dengan 

nilai lift > 1 yang dikonversi menjadi fitur biner RULE_, 

sehingga meningkatkan representasi data sekaligus 

memperjelas alasan prediksi model.  

Visualisasi scatter dan heatmap memperlihatkan 

bahwa aturan paling informatif muncul pada support 

menengah dan confidence tinggi, menandakan pola yang 

stabil dan konsisten. Secara praktis, metode ini berpotensi 

mendukung pengambilan keputusan dalam strategi 

promosi, penentuan kuota, dan rekomendasi program 

studi berbasis data calon mahasiswa.  

Penelitian dapat dikembangkan melalui validasi 

temporal untuk mengevaluasi stabilitas aturan 

antarperiode penerimaan, pengelolaan 

ketidakseimbangan kelas, serta eksplorasi metode 

pembanding seperti XGBoost atau RuleFit. Dengan 

demikian, metode Rules-as-Features tidak hanya 

meningkatkan akurasi model prediksi, tetapi juga 

memberikan nilai interpretatif yang tinggi serta manfaat 

praktis dalam perencanaan strategi penerimaan 

mahasiswa baru berbasis data. 
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