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ABSTRAK 
Penelitian ini membandingkan kinerja tiga algoritma 

boosting, yaitu AdaBoost, XGBoost, dan CatBoost, dalam 

memprediksi harga penutupan saham Bank Central Asia 

(BBCA). Tujuan dari penelitian ini adalah untuk 

menentukan algoritma mana yang memberikan model 

paling akurat dan efisien dalam hal akurasi prediksi, 

waktu komputasi, dan pemanfaatan sumber daya. Dataset 

yang digunakan terdiri dari data historis saham BCA, 

termasuk fitur seperti opening price, high, low, volume, 

dan previous closing prices. Metodologi penelitian 

meliputi data preprocessing, feature selection, 

pembagian data menjadi training set dan testing set, serta 

pelatihan model menggunakan masing-masing algoritma 

dengan hyperparameter tuning. Hasil eksperimen 

menunjukkan bahwa AdaBoost mencapai kinerja 

keseluruhan terbaik, memberikan akurasi prediksi 

tertinggi dan hasil yang stabil dengan waktu komputasi 

yang relatif lebih rendah dibandingkan dengan XGBoost 

dan CatBoost. 
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1. Pendahuluan 

Prediksi harga saham merupakan salah satu area yang 

paling menantang dan diminati dalam analisis keuangan 

[1]. Hal ini disebabkan oleh sifat pasar saham yang sangat 

non-linier, dinamis, dan rentan terhadap berbagai faktor 

eksternal yang sulit diprediksi, seperti kondisi ekonomi 

makro, kebijakan pemerintah, sentimen pasar, dan berita 

global [2]. Keakuratan dalam memprediksi pergerakan 

harga saham dapat memberikan keuntungan kompetitif 

yang signifikan, membantu investor untuk mengambil 

keputusan strategis, mengoptimalkan keuntungan, dan 

yang terpenting, memitigasi risiko investasi [3], [4]. 

Seiring dengan kemajuan pesat di bidang teknologi 

dan komputasi, pemanfaatan metode machine learning 

untuk peramalan pasar finansial telah menarik minat yang 

signifikan dari para peneliti dan praktisi [5], [6]. 

Algoritma machine learning terbukti mampu menangani 

pola data yang sangat kompleks dan memberikan hasil 

prediksi yang lebih akurat dibandingkan metode statistik 

tradisional seperti ARIMA atau GARCH [2], [3]. 

Kemampuannya dalam mengenali pola-pola tersembunyi 

dan hubungan non-linier dari data historis menjadikannya 

alat yang ampuh untuk pemodelan finansial [2], [7]. 

Maksud dan tujuan dari penelitian ini adalah untuk 

melakukan analisis komparatif yang mendalam terhadap 

performa tiga algoritma ensemble learning dari keluarga 

boosting, yaitu AdaBoost, XGBoost, dan CatBoost [4], 

[8]. Studi kasus yang diangkat adalah prediksi harga 

penutupan (closing price) saham PT Bank Central Asia 

Tbk (BBCA), yang merupakan salah satu saham dengan 

kapitalisasi pasar terbesar dan paling likuid di Bursa Efek 

Indonesia [9]. Tujuan utamanya adalah untuk 

mengidentifikasi algoritma mana yang memberikan 

tingkat akurasi prediksi tertinggi, efisiensi komputasi 

terbaik, dan stabilitas model yang paling andal untuk data 

saham BBCA. 

Beberapa penelitian sebelumnya telah menunjukkan 

keunggulan algoritma berbasis boosting. XGBoost, 

misalnya, telah terbukti sangat efektif untuk prediksi 
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harga saham dan seringkali menunjukkan performa yang 

kuat dan konsisten di berbagai pasar [8], [10]. Sebuah 

studi tentang prediksi harga saham pasca-stock split juga 

menunjukkan bahwa XGBoost mampu memberikan hasil 

yang sangat kompetitif dibandingkan dengan metode lain 

seperti Regresi Linier dan Support Vector Regression 

(SVR) [11]. Penelitian lain juga mengonfirmasi bahwa 

model boosting seperti XGBoost seringkali lebih unggul 

dari model tunggal dalam tugas prediksi finansial [12]. 

Sementara itu, CatBoost, yang dirancang khusus untuk 

menangani fitur kategorikal secara efisien, juga 

menunjukkan potensi besar dalam berbagai tugas 

prediksi, termasuk di sektor keuangan [13]. 

Meskipun algoritma boosting seperti AdaBoost, 

XGBoost, dan CatBoost telah digunakan secara luas 

dalam berbagai aplikasi prediktif, namun literatur 

menunjukkan bahwa masih terbatas penelitian yang 

secara langsung membandingkan ketiganya dalam 

konteks prediksi harga saham di pasar modal Indonesia. 

Hal ini membuka peluang riset untuk mengeksplorasi 

performa relatif masing-masing model dalam kondisi 

pasar domestik dengan karakteristik data lokal yang khas 

[14].  

Oleh karena itu, kontribusi utama dari makalah ini 

adalah menyajikan bukti empiris mengenai perbandingan 

kinerja langsung antara ketiga algoritma boosting 

AdaBoost, XGBoost, dan CatBoost dalam konteks pasar 

saham Indonesia yang memiliki karakteristik unik, seperti 

volatilitas tinggi, keterbatasan data historis, dan dominasi 

investor ritel. Penelitian ini diharapkan dapat mengisi 

kesenjangan literatur yang masih terbatas dalam 

komparasi metode ensemble learning pada pasar 

domestik [15]. 

2. Metode Penelitian 

Penelitian ini merupakan penelitian dengan 

pendekatan kuantitatif dengan metode analisis sekunder. 

Informasi yang dipakai adalah nilai saham PT. Bank BCA 

Tbk (BBCA) dalam rentang waktu tertentu, mulai dari 01 

Januari 2020 hingga 25 September 2025 yang diperoleh 

dari Yahoo Finance.  

2.1 Metode Penelitian 

1. Pengumpulan Data 

Data yang digunakan berupa data historis saham 

BCA yang diperoleh dari sumber publik seperti 

Yahoo Finance. Data meliputi atribut tanggal, 

harga pembukaan (open), harga tertinggi (high), 

harga terendah (low), harga penutupan (close), 

adjusted close (adj close) dan volume 

perdagangan (volume). 

 

2. Data Preprocessing 

Pada tahap ini, dilakukan pengecekan data serta 

pembersihan data untuk menghilangkan missing 

values dan data anomali guna menghindari 

kesalahan dalam proses analisis dan pelatihan 

algoritma. Pada tahap selanjutnya, dataset dibagi 

menjadi dua bagian, yaitu data training sebesar 

80% dan data testing sebesar 20%. 

 

3. Pelatihan Model 

Pada tahap ini, dilakukan pemodelan pada 

dataset menggunakan 3 metode yaitu, AdaBoost, 

CatBoost, dan XGBoost. Metode ini digunakan 

untuk memprediksi harga saham serta 

mengevaluasi metode mana yang paling akurat 

dalam memprediksi harga closing saham BBCA. 

 

 

2.2 Alur Penelitian 

Dalam pelaksanaan penelitian, alur penelitian yang 

diterapkan dapat dilihat pada Gambar 1. 

 

 
Gambar 1. Alur Penelitian 

 

1. Identifikasi Masalah 

Tahap awal penelitian adalah identifikasi 

masalah fundamental yang menjadi dasar 

penelitian. Pasar saham memiliki karakteristik 

yang kompleks, non-linier, dan mengandung 

unsur ketidakpastian (noise) yang signifikan, 

sehingga prediksi pergerakan harganya menjadi 

sebuah tantangan ilmiah. Masalah utama yang 

dirumuskan adalah kebutuhan untuk 

memperoleh model peramalan harga penutupan 

saham yang tidak hanya memiliki tingkat akurasi 

tinggi (meminimalkan galat prediksi), tetapi juga 

efisien secara komputasi (membutuhkan waktu 

pelatihan yang wajar) agar dapat diaplikasikan 

secara praktis oleh para pemangku kepentingan, 

seperti investor dan analis keuangan. 
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2. Tujuan Penelitian 

Berdasarkan identifikasi masalah, tujuan 

penelitian dirumuskan secara spesifik dan 

terukur. Tujuan utama dari penelitian ini adalah 

untuk melaksanakan analisis komparatif secara 

kuantitatif terhadap performa tiga algoritma 

boosting, yaitu AdaBoost, XGBoost, dan 

CatBoost, dalam konteks prediksi harga saham 

BBCA. Tujuan ini dipecah menjadi beberapa 

sasaran yang lebih detail: 

a. Mengevaluasi akurasi prediktif dari setiap 

model dengan menggunakan metrik 

evaluasi standar untuk regresi. 

b. Mengukur efisiensi komputasi dari setiap 

algoritma melalui pencatatan waktu yang 

diperlukan untuk proses pelatihan model. 

c. Mengidentifikasi model yang paling 

optimal dengan menganalisis trade-off 

antara akurasi prediksi dan efisiensi 

komputasi. 

 

3. Studi Literatur 

Pada tahap ini, dilakukan kajian pustaka secara 

mendalam terhadap penelitian-penelitian 

terdahulu yang relevan. Fokus utama adalah 

pada literatur di bidang keuangan 

komputasional, khususnya yang membahas 

aplikasi machine learning untuk prediksi pasar 

saham. Tujuan dari studi pustaka ini adalah 

untuk membangun landasan teoretis yang kokoh, 

memahami posisi penelitian ini dalam konteks 

state-of-the-art, serta memvalidasi pemilihan 

algoritma AdaBoost, XGBoost, dan CatBoost 

sebagai model kandidat yang relevan dan 

berkinerja tinggi. 

 

4. Pengumpulan Data 

Penelitian ini menggunakan data sekunder yang 

bersifat kuantitatif dan runtut waktu (time 

series). Data yang dikumpulkan adalah data 

historis harga saham harian PT Bank Central 

Asia Tbk (BBCA) dalam rentang waktu 1 

Januari 2020 hingga 25 September 2025. Data 

ini diperoleh dari sumber publik yang kredibel, 

yaitu Yahoo Finance. Atribut data yang 

digunakan dalam penelitian ini mencakup: 

a. Open: Harga pembukaan 

b. High: Harga tertinggi harian 

c. Low: Harga terendah harian 

d. Close: Harga penutupan, yang ditetapkan 

sebagai variabel target (dependen) 

e. Volume: Volume saham yang 

diperdagangkan 

 

5. Data Preprocessing 

Data mentah yang telah dikumpulkan kemudian 

melalui tahap persiapan yang krusial sebelum 

digunakan untuk pemodelan. Tahap ini meliputi: 

a. Pembersihan Data: Verifikasi integritas data 

untuk memastikan tidak terdapat nilai yang 

hilang (missing values) atau anomali yang 

dapat mengganggu kinerja model. 

b. Rekayasa Fitur (Feature Engineering): 

Membuat fitur-fitur prediktor (variabel 

independen) dari data historis. Dalam 

penelitian ini, teknik lag features 

diterapkan, di mana harga penutupan dari N 

hari sebelumnya (t-1, t-2, ..., t-N) digunakan 

untuk memprediksi harga penutupan pada 

hari-t. 

c. Pembagian Dataset: Dataset dibagi menjadi 

dua bagian dengan proporsi 80% untuk data 

latih (training set) dan 20% untuk data uji 

(testing set). Pembagian ini dilakukan 

secara kronologis (berurutan berdasarkan 

waktu) untuk mencegah kebocoran data 

(data leakage) dan untuk mensimulasikan 

kondisi peramalan yang realistis. 

 

6. Penerapan Model 

Pada tahap ini, ketiga algoritma (AdaBoost, 

XGBoost, dan CatBoost) dilatih secara terpisah 

menggunakan training set. Proses pelatihan 

merupakan fase di mana setiap model secara 

iteratif menyesuaikan parameter internalnya 

untuk mempelajari pola, tren, dan hubungan 

statistik yang ada antara fitur-fitur prediktor 

(harga historis) dengan variabel target (harga 

penutupan). 

 

7. Evaluasi Model 

Setelah proses pelatihan selesai, performa setiap 

model dievaluasi menggunakan testing set, yaitu 

data yang belum pernah dilihat oleh model 

sebelumnya. Tahap ini bertujuan untuk 

mengukur kemampuan generalisasi model. 

Kinerja prediksi dibandingkan dengan nilai 

aktual menggunakan metrik-metrik berikut: 

a. Mean Absolute Error (MAE): Rata-rata dari 

nilai absolut galat. 

b. Root Mean Square Error (RMSE): Akar 

kuadrat dari rata-rata galat kuadrat, yang 

memberikan penalti lebih besar pada galat 

yang besar. 

c. Mean Absolute Percentage Error (MAPE): 

Rata-rata persentase galat, yang mudah 

diinterpretasikan. 

d. R² Score (Koefisien Determinasi): Ukuran 

proporsi varians dalam variabel dependen 

yang dapat diprediksi dari variabel 

independen. 

 

8. Analisis dan Perbandingan Hasil 

Tahap akhir adalah melakukan analisis sintesis 

terhadap hasil evaluasi. Kinerja kuantitatif dari 

ketiga model dibandingkan secara langsung. 

Analisis ini tidak hanya terfokus pada metrik 
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akurasi, tetapi juga mempertimbangkan efisiensi 

komputasi (waktu pelatihan). Berdasarkan bukti 

empiris dari analisis komparatif ini, ditarik 

kesimpulan untuk menjawab pertanyaan 

penelitian, yaitu menentukan algoritma mana 

yang menunjukkan kinerja paling unggul dan 

optimal untuk studi kasus yang diangkat. 

2.3 Algoritma AdaBoost 

Algoritma ini disebut Adaptive Boosting karena 

bobot diberikan ulang pada setiap instance, dengan bobot 

yang lebih tinggi diberikan pada instance yang salah 

diklasifikasikan. Algoritma AdaBoost bersifat iteratif 

atau berulang. Cara kerja algoritma ini dimulai dengan 

melatih sebuah weak classifier pada data pelatihan [16]. 

 
Gambar 2. Ilustrasi Cara Kerja AdaBoost 

Weak classifier kemudian diberi bobot berdasarkan 

performanya. Selanjutnya, algoritma melatih weak 

classifier kedua menggunakan data yang telah diberi 

bobot. Weak classifier kedua kemudian diberi bobot 

berdasarkan performanya. Proses ini diulang sejumlah 

iterasi tertentu atau hingga tingkat kesalahan berada di 

bawah ambang batas yang ditentukan. Classifier akhir 

adalah rata-rata terbobot dari semua weak classifiers. 

Bobot ditentukan berdasarkan tingkat kesalahan dari 

masing-masing weak classifier. Semakin rendah tingkat 

kesalahan, semakin tinggi bobotnya. 

2.4 Algoritma CatBoost 

Algoritma CatBoost dikembangkan untuk 

meningkatkan performa model Machine Learning dengan 

fokus pada kecepatan, akurasi, dan kemampuan 

penanganan fitur kategorikal. 

 
Gambar 3. Ilustrasi Cara Kerja CatBoost 

CatBoost didasarkan pada teknik Gradient Boosting, 

yang merupakan salah satu metode populer dalam 

algoritma Boosting [17]. Gradient Boosting bekerja 

dengan menggabungkan sejumlah model sederhana (weak 

learner) secara sekuensial. Setiap model dihasilkan 

dengan meminimalkan gradien dari fungsi kerugian (loss 

function) berdasarkan residual error dari model 

sebelumnya. Dengan melakukan iterasi ini, Gradient 

Boosting secara adaptif meningkatkan performa model 

secara keseluruhan. 

2.5 Algoritma XGBoost 

XGBoost merupakan salah satu implementasi dari 

Gradient Boosting yang dirancang untuk membentuk 

model prediksi yang kuat dengan menggunakan sejumlah 

model lemah, seperti pohon keputusan (decision tree). 

Algoritma Gradient Boosting menggabungkan 

pembelajar lemah (weak learner) menjadi satu 

pembelajar kuat (strong learner) tunggal secara iteratif 

[18]. 

 

Gambar 4. Ilustrasi Cara Kerja XGBoost 

Teknik ini menggunakan weak classifier untuk secara 

iteratif membangun sebuah strong classifier. Weak 

learner atau weak classifier adalah model yang kinerjanya 

hanya sedikit lebih baik dari tebakan acak. Bobot awal 

didistribusikan secara merata pada seluruh data pelatihan. 

Setelah prediksi dilakukan oleh weak classifier pertama 

(pada gambar XGBoost Classifier 1), bobot yang lebih 

besar diberikan pada data yang salah diklasifikasikan. Hal 

ini dilakukan agar weak classifier berikutnya, yaitu 

XGBoost Classifier 2, dapat lebih fokus pada data yang 

sulit tersebut. Kemudian setelah prediksi oleh weak 

classifier kedua (pada gambar XGBoost Classifier 2), 

bobot yang lebih besar kembali diberikan pada data yang 

salah diklasifikasikan, dan proses ini berlanjut seterusnya. 

Classifier akhir merupakan kombinasi berbobot dari 

seluruh weak classifier yang telah dibentuk. 
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2.6  Metode Evaluasi 

Untuk mengukur dan membandingkan kinerja dari 

ketiga model yang diuji, penelitian ini menggunakan 

beberapa metrik evaluasi standar [19]. Hasil prediksi dari 

setiap model pada data uji dibandingkan dengan nilai 

aktualnya, dan tingkat kesalahan (error) dihitung 

menggunakan metrik-metrik berikut: 

1. Mean Absolute Error (MAE) 

Mengukur rata-rata dari selisih absolut antara 

nilai prediksi dan nilai aktual. MAE memberikan 

gambaran mengenai besaran rata-rata kesalahan 

tanpa memperhatikan arahnya [20]. 

 

1

𝑚
∑

𝑚

𝑖=1

|𝑋𝑖  −  𝑌𝑖| 

 

2. Root Mean Square Error (RMSE) 

Merupakan akar kuadrat dari rata-rata selisih 

kuadrat antara nilai prediksi dan aktual. RMSE 

memberikan bobot lebih besar pada kesalahan 

yang besar, sehingga metrik ini sangat sensitif 

terhadap outlier atau prediksi yang sangat 

melenceng [20]. 

 

√
1

𝑚
∑

𝑚

𝑖=1

(𝑋𝑖  −  𝑌𝑖)2 

 

3. Mean Absolute Percentage Error (MAPE) 

Menghitung rata-rata persentase kesalahan 

absolut. Metrik ini sangat intuitif karena 

menyajikan kesalahan dalam bentuk persentase, 

sehingga mudah untuk diinterpretasikan [21]. 

 

1

𝑚
∑

𝑚

𝑖=1

|
𝑌𝑖  −  𝑋𝑖

𝑌𝑖
| 

 

4. 𝑅2     Score (Koefisien Determinasi) 

Mengukur seberapa baik model dapat 

menjelaskan variasi dari data. Nilai 𝑅2Score 

berkisar antara 0 hingga 1, di mana nilai yang 

semakin mendekati 1 menunjukkan bahwa 

model semakin baik dalam memprediksi data 

[22]. 

1 −
∑𝑚
𝑖=1 (𝑋𝑖  −  𝑌𝑖)2

∑𝑚
𝑖=1 (𝑌  −  𝑌𝑖)

2  

3. Hasil dan Pembahasan 

3.1 Dataset 

Sumber data yang digunakan dalam penelitian ini 

merupakan data sekunder yang diperoleh dari website 

resmi Yahoo Finance. Dataset ini berisi harga saham 

harian PT Bank Central Asia (BCA) yang mencakup 

perido 1 Januari 2020 hingga 25 September 2025. Data 

tersebut terdiri dari beberapa atribut, antara lain ‘Date 

(tanggal transaksi)’, ‘Open (harga buka saham)’, ‘High 

(harga tertinggi saham), ‘Low (harga terendah saham)’, 

‘Close (harga tutup saham)’, dan ‘Volume (jumlah saham 

yang diperdagangkan)’. Pada penelitian ini, atribut 

‘Close’ yang akan digunakan sebagai variabel target 

prediksi. 

Gambar 5. Tampilan Website Yahoo Finance 

Pada penelitian ini, peneliti menggunakan library 

yfinance pada bahasa pemrograman Python. Perintah 

untuk memperoleh data harga saham PT Bank Central 

Asia (BBCA.JK) ditampilkan pada Gambar 6. 

 
Gambar 6. Pengambilan Data 

Data yang telah ditarik dari library kemudian akan 

dimasukkan ke dalam Excel atau format .xlsx yang 

kemudian file tersebut akan digunakan dalam melakukan 

prediksi harga closing saham BBCA. 

Data yang telah disimpan dalam format Excel 

selanjutnya dilakukan pembersihan dan preprocessing 

data. Proses pembersihan dilakukan guna memastikan 

bahwa data yang digunakan dalam penelitian bersifat 

valid dan konsisten. Pada tahap ini, dilakukan 

pemeriksaan data yang kosong atau missing values serta 

data duplikat yang berpotensi mempengaruhi akurasi 

model. 
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Setelah data dinyatakan bersih, dilakukan tahap 

pembagian data (data split) menjadi dua bagian yaitu data 

latih dan data uji dengan proporsi 80% data latih dan 20% 

data uji. Data split dilakukan secara berurutan agar tidak 

mengganggu sifat kronologis dari data saham yang 

bersifat time series. 

3.2 Hasil Eksperimen 

Pada tahap eksperimen, dilakukan dengan 

menerapkan tiga algoritma ensemble learning meliputi 

AdaBoost, CatBoost, dan XGBoost dalam melakukan 

prediksi harga closing saham BBCA. Pada fitur prediktor, 

penelitian ini menggunakan 30 fitur yang merupakan data 

harga closing saham dari 30 hari sebelumnya (lag-30). 

Kemudian model dilatih untuk memprediksi harga 

closing di hari berikutnya menggunakan tiga algoritma 

ensemble learning yang sudah ditentukan, yaitu 

AdaBoost, CatBoost, XGBoost. 

1. AdaBoost 

 
Gambar 7. Grafik Hasil Algoritma AdaBoost 

Hasil grafik pada prediksi harga closing saham 

BBCA menggunakan AdaBoost menunjukkan bahwa 

AdaBoost mampu mengikuti pola pergerakan harga 

saham dengan cukup baik terutama pada bagian 

pertengahan hingga akhir data uji. Pada grafik tersebut, 

terlihat kurva prediksi cenderung sejajar dengan kurva 

aktual, yang menandakan model berhasil mengikuti tren 

utama, baik pada saat harga saham mengalami penurunan 

maupun peningkatan. Namun pada awal periode 

pengujian, hasil prediksi cenderung datar dan tidak 

mengikuti kurva aktual. Dengan demikian, AdaBoost 

memiliki kemampuan untuk memprediksi pola umum 

harga saham yang cukup baik, namun AdaBoost kurang 

responsif terhadap perubahan harga yang bersifat cepat 

dan tidak terduga. 

2. CatBoost 

 
Gambar 8. Grafik Hasil Algoritma CatBoost 

 

Hasil grafik pada prediksi harga closing saham 

BBCA menggunakan CatBoost menunjukkan bahwa 

CatBoost dapat mengikuti pola harga saham dengan 

cukup baik. CatBoost mampu mengikuti tren utama 

pergerakan harga, baik saat harga saham mengalami 

penurunan maupun kenaikan, meskipun pada beberapa 

titik tinggi prediksi sedikit tertinggal dari kurva aktual. 

Hal ini menunjukkan bahwa CatBoost memiliki 

kemampuan generalisasi yang baik serta menghasilkan 

prediksi yang stabil dan halus. Dengan demikian, 

CatBoost memiliki kemampuan untuk mempresentasikan 

pola harga saham dengan akurat dan konsisten, serta 

CatBoost memiliki kemampuan yang lebih baik 

dibandingkan AdaBoost dalam menyesuaikan fluktuasi 

harga yang kompleks. 

3. XGBoost 

 
Gambar 9. Grafik Hasil Algoritma XGBoost 

Hasil grafik pada prediksi harga closing saham 

BBCA menggunakan XGBoost menunjukkan bahwa 

XGBoost dapat mengikuti tren harga dengan baik, 

termasuk saat terjadi penurunan tajam maupun kenaikan 

harga. Hasil prediksi terlihat lebih stabil dan akurat 

dibandingkan dua model lainnya. Perbedaan antara kurva 

aktual dan kurva prediksi relatif kecil, menandakan bahwa 

XGBoost mampu menangkap pola non-linear dan 

kompleks dari data historis dengan lebih efektif. Dengan 

demikian, XGBoost menghasilkan performa terbaik 

dalam memprediksi harga penutupan saham BCA. Model 

ini mampu menyeimbangkan akurasi dan stabilitas 

prediksi, sehingga lebih andal digunakan untuk 

memodelkan data saham yang dinamis dan fluktuatif. 

Tabel 1. Perbandingan Hasil Evaluasi Setiap Algoritma  

Algoritma AdaBoost CatBoost XGBoost 

MAE 184.5846 241.5416 248.1175 

RMSE 243.8408 296.3128 329.0475 

MAPE (%) 1.97 2.62 2.61 

𝑅2 𝑆𝑐𝑜𝑟𝑒 0.8935 0.8428 0.8061 

Train Time (s) 0.6297 23.5195 1.4458 

 

Berdasarkan hasil eksperimen yang telah dilakukan, 

dapat dilihat pada Tabel 1, bisa disimpulkan bahwa 

algoritma AdaBoost menunjukkan kinerja paling unggul 

di antara dua model lainnya yang diuji (CatBoost dan 

XGBoost) baik dari segi akurasi maupun waktu training.  
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Dari sisi akurasi, AdaBoost secara konsisten 

menghasilkan tingkat kesalahan prediksi yang paling 

rendah dibandingkan dua algoritma lainnya . Hal ini 

dibuktikan dengan nilai Root Mean Square Error (RMSE) 

sebesar 243.8408 dan Mean Absolute Error (MAE) 

sebesar 184.5846, yang keduanya merupakan angka 

terendah dibandingkan XGBoost dan CatBoost. Selain 

itu, nilai 𝑅2 𝑆𝑐𝑜𝑟𝑒 yang mencapai 0.8935 adalah yang 

tertinggi, yang mengindikasikan bahwa model AdaBoost 

mampu menjelaskan sekitar 89.35% variasi data harga 

saham BBCA, menunjukkan kecocokan model yang 

sangat baik. 

Dari segi efisiensi secara waktu, AdaBoost juga 

menjadi model yang paling cepat dalam proses pelatihan 

(training time), dengan hanya membutuhkan waktu 

0.6297 detik. Waktu ini jauh lebih singkat jika 

dibandingkan dengan XGBoost yang memerlukan 1.4458 

detik dan CatBoost yang memakan proses waktu paling 

lama, yaitu 23.5195 detik. Meskipun XGBoost dan 

CatBoost seringkali dianggap sebagai algoritma yang 

sangat kuat dalam berbagai kasus, untuk konfigurasi dan 

dataset pada penelitian ini, keduanya menunjukkan 

tingkat kesalahan yang lebih tinggi dan  

𝑅2 𝑆𝑐𝑜𝑟𝑒            yang lebih rendah. Dengan demikian, 

berdasarkan kombinasi akurasi prediksi dan kecepatan 

komputasi, AdaBoost terbukti menjadi model yang lebih 

unggul dalam kasus ini dibandingkan dua model 

algoritma lainnya yang diuji. 

4. Kesimpulan 

Berdasarkan analisis komparatif yang telah dilakukan 

terhadap tiga algoritma boosting untuk memprediksi 

harga penutupan saham BBCA, dapat ditarik kesimpulan 

yang lebih rinci. Penelitian ini menyimpulkan bahwa dari 

ketiga model yang diuji, AdaBoost merupakan model 

yang paling unggul dan optimal untuk studi kasus ini. 

Keunggulan ini tidak hanya terlihat pada satu metrik, 

tetapi secara konsisten di berbagai aspek evaluasi. Secara 

kuantitatif, superioritas AdaBoost terbukti melalui 

pencapaian nilai RMSE terendah sebesar 243.8408 dan 

𝑅2 𝑆𝑐𝑜𝑟𝑒 tertinggi sebesar 0.8935, yang menandakan 

bahwa model ini memiliki tingkat kesalahan prediksi 

paling kecil sekaligus kemampuan terbaik dalam 

menjelaskan variabilitas data harga saham. Dari sisi 

efisiensi komputasi, AdaBoost juga menunjukkan kinerja 

terbaik dengan waktu pelatihan hanya 0.6297 detik, 

menjadikannya model yang paling efisien untuk dilatih 

dibandingkan XGBoost dan CatBoost yang jauh lebih 

lambat. 

Namun, penelitian ini memiliki beberapa 

keterbatasan. Pertama, lingkup penelitian hanya terbatas 

pada satu jenis saham (blue-chip), yaitu BBCA, sehingga 

hasilnya mungkin tidak dapat digeneralisasi untuk saham 

dari sektor lain yang memiliki tingkat volatilitas dan 

likuiditas berbeda. Kedua, fitur yang digunakan sebagai 

prediktor hanya terbatas pada data harga historis (fitur 

lag), tanpa mengintegrasikan faktor fundamental 

perusahaan, data ekonomi makro, atau sentimen pasar 

dari berita yang dapat memengaruhi pergerakan harga 

secara signifikan. Ketiga, proses optimasi 

hyperparameter untuk setiap model dilakukan secara 

standar dan bukan melalui pencarian ekstensif, yang 

berpotensi memengaruhi performa akhir dari masing-

masing algoritma. 

Untuk pengembangan penelitian selanjutnya, 

beberapa saran dapat dipertimbangkan. Pertama, studi 

serupa dapat diperluas dengan menerapkan perbandingan 

model pada portofolio saham yang lebih beragam dari 

berbagai sektor di Bursa Efek Indonesia. Kedua, 

penelitian di masa depan disarankan untuk memperkaya 

fitur input dengan data multi-modal, seperti 

mengintegrasikan analisis sentimen dari berita keuangan 

menggunakan teknik Natural Language Processing 

(NLP) atau memasukkan variabel ekonomi makro seperti 

suku bunga dan inflasi. Ketiga, disarankan untuk 

membandingkan performa model boosting ini dengan 

arsitektur lain yang dirancang khusus untuk data 

sekuensial, seperti Long Short-Term Memory (LSTM) 

dan Gated Recurrent Unit (GRU), yang mungkin dapat 

menangkap dependensi temporal data dengan lebih baik. 
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