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ABSTRAK

Pertumbuhan sel yang tidak normal pada
Jjaringan otak dikenal sebagai tumor otak. Salah
satu cara dokter mendeteksi tumor otak adalah
melalui observasi langsung dengan diagnosis
manual, yang memiliki risiko  kesalahan.
Perkembangan artificial intelligence pada bidang
computer vision kini telah diterapkan dalam
klasifikasi citra di sektor kesehatan. Studi ini
mengklasifikasikan citra tumor otak menggunakan
deep learning, khususnya metode Convolutional
Neural Network (CNN) dengan arsitektur VGG-16
untuk membangun model terbaik yang diterapkan
dalam bentuk sistem. Dataset yang digunakan
terdiri dari 3.264 citra dengan kelas pituitary,
meningioma, glioma, dan no (no tumor) yang
diperoleh dari Kaggle. Pengujian dilakukan dengan
beberapa skenario learning rate dan kombinasi
Jjumlah neurons pada dense layer.
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1. Pendahuluan

Otak merupakan salah satu bagian dalam tubuh
manusia  yang  berperan  penting  dalam
mengendalikan sistem saraf seluruh tubuh pada
manusia. Pertumbuhan sel yang tidak normal pada
otak akan mengganggu sistem kerja otak dan
berpengaruh pada pengendalian saraf di tubuh
manusia. Pertumbuhan sel yang tidak normal ini
disebut dengan tumor. Tumor otak yang bersifat
ganas (malignant) dapat berkembang menjadi
kanker otak. Sel kanker otak cenderung dapat
menyebar dan tumbuh lebih cepat ke bagian tubuh
lainnya, serta dapat muncul sewaktu-waktu
walaupun sudah diangkat[1]. Tumor otak dibedakan
menjadi dua yaitu tumor otak primer dan tumor otak
metastatic. Tumor otak primer berasal dari sel yang
berada di dalam otak, Tumor otak metastatic adalah

sel kanker yang berasal dari anggota tubuh lain yang
menyebar ke otak. Tumor otak terbagi ke dalam
beberapa tipe, diantaranya Gliomas, Meningiomas,
dan Pituitary [2].

Pada skala yang lebih besar, tumor glioma
merupakan jenis tumor yang paling umum yang
diklasifikasikan menjadi empat kelas, dan semakin
tinggi tingkatannya, semakin ganas tumornya, dan
berasal dari sel glial otak. Meningioma berasal dari
lapisan jaringan yang disebut meninges, terkadang
dianggap sebagai tumor jinak. Pertumbuhan spesies
ini lambat dan kurang dalam menyebar luas.
Sedangkan pituitary tumor tumbuh di kelenjar
pituitary. Tumor ini juga jinak dan kurang dalam
penyebaran.[3]

Tumor otak dapat dideteksi melalui Magnetic
Resonance Imaging (MRI). Ada beberapa
pendekatan komputasi yang digunakan untuk
meningkatkan kualitas citra MRI tumor otak:

1. Segmentasi Citra MRI dengan Gaussian
Mixture Model (GMM): Metode ini
memisahkan wilayah citra berdasarkan
keserupaan antara derajat keabuan piksel
dengan piksel tetangganya. GMM sering
digunakan untuk menemukan cluster tempat
tumor tumbuh. Algoritma Expectation-
Maximization  (EM) dan  Bayesian
digabungkan dengan Markov Chain Monte
Carlo (MCMC) untuk mengoptimalkan
GMM. Namun, pemilihan jumlah cluster
yang optimal masih memerlukan kriteria
tertentu.[4]

2. Klasifikasi Tumor Otak menggunakan
Convolutional Neural Network (CNN):
Pendekatan ini  langsung melakukan
klasifikasi tumor otak tanpa segmentasi
terlebih dahulu. Metode ini melibatkan
tahap pre-proses, augmentasi citra, dan
penerapan en-CNN pada empat sekuen
MRI: T1, T1CE, T2, dan Flair.[5]

3. Transfer Learning dengan CNN: Model
menggunakan arsitektur CNN dengan base



model ResNet50V2 yang sudah dilatih pada
dataset  ImageNet.  Lapisan  output
memprediksi input menjadi empat kelas
citra MRI otak: normal, glioma,
meningioma, dan pitutary.[6]

Model Pelatihan training yang dikenal secara
luas umumnya seperti Resnet, VGG, Inception,
EfficientNet, dan MobileNet [7]. Penelitian ini
menggunakan pembelajaran deep learning dengan
metode  Convolutional Neural Network dan
arsitektur yang digunakan yaitu VGG-16.

Tumor otak adalah pertumbuhan abnormal sel-
sel di dalam otak yang dapat mengganggu fungsi
normal otak. Tumor otak dapat bersifat jinak (non
kanker) atau ganas (kanker). Jenis tumor otak yang
paling umum adalah glioma, yang berasal dari sel-
sel glial yang merupakan pendukung struktural dan
fungsional bagi sel-sel saraf di otak.

Tumor otak hipofisis (pituitary) merupakan
sebuah tumor yang terjadi pada saraf pusat dan
biasanya muncul secara tiba-tiba namun tumor ini
bersifat jinak [8]. Selain itu, terdapat tumor
meningioma yang merupakan tumor yang timbul
pada lapisan meningeal. Lapisan meningeal pada
otak ini berfungsi untuk melindungi otak dan
sumsum tulang belakang [9]. Sebagian besar, tumor
ini termasuk ke dalam jenis tumor jinak.

Di Amerika dan Eropa, kejadian tumor otak
meningkat dari 17,6 per 100.000 orang menjadi
22,0 per 100.000 penduduk. Ada sekitar 18.500
kasus baru terdiagnosis tumor otak primer di
Amerika Serikat setiap tahun. Oleh karena itu, MRI
atau yang disebut juga dengan CT Scan dibutuhkan
untuk mendeteksi ada tidaknya tumor pada otak.

Pada penulisan paper ini jumlah kelas berjumlah
total 4 kelas dengan jumlah keseluruhan dataset
sebanyak 3.264 data yang terdiri dari: 901 datasets
pituitary, 937 datasets meningioma, 926 datasets
glioma, dan 500 datasets no (tidak terdapat tumor).

2. Tinjauan Literatur
2.1 Convolutional Neural Network (CNN)

CNN (Convolutional Neural Network) adalah
jenis arsitektur jaringan saraf tiruan yang digunakan
dalam bidang pengolahan citra dan pengenalan pola.
CNN dirancang khusus untuk mengatasi tugas-tugas
yang terkait dengan pengolahan visual, seperti
pengenalan objek, segmentasi gambar, dan
klasifikasi citra.
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Gambar 1. Convolutional Neural Network

CNN merupakan variasi dari MultiLayer
Perceptron yang terinspirasi oleh jaringan saraf
manusia berdasarkan temuan Hubel dan Wiesel
yang melakukan penelitian korteks visual pada
indera penglihatan kucing. Studi ini sangat
terinspirasi dengan cara kerja korteks visual pada
hewan yang sangat kuat dalam sistem pemrosesan
visual [10]. Berikut merupakan arsitektur yang
dimiliki CNN :

1. Convolutional Layer

Convolutional layer adalah komponen inti
dalam arsitektur CNN yang bertanggung
jawab untuk mengekstraksi fitur-fitur visual
dari data input, seperti gambar. Pada lapisan
ini, beberapa filter (kernel) diterapkan pada
input untuk melakukan operasi konvolusi, di
mana setiap filter meluncur melintasi input
dan menghasilkan peta fitur (feature map).
Filter ini berfungsi untuk mendeteksi pola
atau fitur-fitur khusus dalam data, seperti
tepi, sudut, atau tekstur. Konvolusi dilakukan
dengan mengalikan elemen-elemen input
dengan bobot filter dan menjumlahkannya.
Hasilnya kemudian diaktifkan menggunakan
fungsi aktivasi, seperti ReLU, untuk
memperkenalkan non-linearitas.
2. Pooling Layer

Pooling layer digunakan untuk mengurangi
dimensi spasial dari peta fitur yang dihasilkan
oleh convolutional layer. Tujuannya adalah
untuk mengurangi kompleksitas komputasi
dan menghasilkan representasi fitur yang
lebih ringkas namun tetap mempertahankan
informasi penting. Max pooling adalah jenis
pooling yang umum digunakan, di mana nilai
maksimum diambil dari setiap wilayah yang
ditentukan dalam peta fitur. Hal ini
membantu dalam menangkap fitur yang
signifikan seperti tepi atau sudut tanpa
memperhatikan ~ posisi  tepatnya dalam
wilayah tersebut.

3. Fully Connected Layer

Fully connected layer terletak di bagian akhir
arsitektur CNN dan bertindak sebagai
klasifikasi atau output layer. Pada lapisan ini,
setiap neuron terhubung dengan setiap
neuron di lapisan sebelumnya. Neuron-
neuron ini memiliki bobot dan bias yang
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diatur selama proses pelatihan. Fully
connected layer mengambil fitur-fitur yang
diekstraksi oleh lapisan sebelumnya dan
menghasilkan output kelas atau prediksi.
Fungsi aktivasi seperti softmax sering
digunakan pada fully connected layer untuk
menghasilkan probabilitas prediksi kelas.

2.2VGG-16

VGG-16 adalah sebuah arsitektur deep
convolutional neural network (CNN) yang terdiri
atas 16 layer dan merupakan salah satu arsitektur
paling awal yang digunakan dalam transfer
learning.
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Gambar 2. Arsitektur VGG-16

Arsitektur model ini menampilkan tumpukan
lapisan konvolusional diikuti oleh lapisan penyatuan
maksimal, dengan kedalaman yang semakin
meningkat. Desain ini memungkinkan model
mempelajari representasi hierarki fitur visual yang
rumit, sehingga menghasilkan prediksi yang kuat
dan akurat. Meskipun sederhana dibandingkan
dengan arsitektur yang lebih baru, VGG-16 tetap
menjadi pilihan populer untuk banyak aplikasi
pembelajaran mendalam karena keserbagunaan dan
kinerjanya yang luar biasa.

3. Metode Penelitian

Gambar untuk melakukan proses training dapat
diakses secara online pada Kaggle dataset. Setelah
gambar untuk datasets telah di dapatkan akan
dilakukan tahapan data Preparation, Datasets akan
di training dengan metode CNN dengan arsitektur
VGG-16, kemudian datasets akan di testing.

Data citra
f gambar fumor
otak

Persiapan Data

|

Latih dengan CNN

Bobot Matriks
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Gambar 4. Diagram Alur Pengujian

3.1 Data Citra Gambar Tumor Otak

Dalam tahap ini akan dilakukan pengumpulan
data yang akan digunakan sebagai data testing, data
training, dan data validasi. Dalam penelitian ini
jumlah data festing ada 394 data yang terbagi dalam
4 kategori, dan data training ada 2.870 data yang
terbagi dalam 4 kategori, dan jumlah data validasi
ada 2.955 validasi data training dan 329 validasi
data test yang terbagi dalam 4 kategori.

Tabel 1. Jumlah dataset yang terpakai

Jenis Data
Jumlah Dat
Data umiah Lata Keseluruhan
.. Pituit:
Training ruraty 827 2.870
Tumor




No Tumor 395
Mening
eningioma 22
Tumor
Gli
ioma 226
Tumor
Pitui
ituitary 74
Tumor
No Tumor 105
Testing | Meningioma 115 394
Tumor
Glioma 100
Tumor
Total 3.264

3.2 Persiapan data

Dalam preparation ini akan memuat gambar
MRI tumor otak dari direktori tertentu, mengubah
ukurannya  menjadi  ukuran  tetap, dan
mengumpulkannya bersama dengan label yang
sesuai ke dalam masing-masing array.

3.3 Latih dengan CNN

Setelah rancangan tahapan pelatihan dan
pengujian diimplementasikan, selanjutnya yang
akan dilakukan adalah dengan membuat rancangan
model program dengan metode CNN dan
arsitekturnya yaitu VGG-16.

Model: "model™

Layer (type) Output Shape Param #

input_1 (InputLayer) 150, 150, 3)] [}
blockl convl (Conv2D) , 150, 150, 64) 1792
blockl conv2 (Conv2D) , 150, 150, 64) 36928
blockl _pool (MaxPooling2D) (None, 75, 75, 64)

block2 convl (Conv2D) (None, 75, 75, 128) 73856
block2 conv2 (Conv2D) (None, 75, 75, 128) 147584
block2 pool (MaxPooling2D) (None, 37, 37, 128) (2]
block3_convl (Conv2D) (None, 37, 37, 256) 295168

block3_conv2 (Conv2D) (None, 37, 37, 256) 590080

block3 conv3 (Conv2D)

Gambar 5. Model VGG-16

(None, 37, 37, 256) 590080

block3 pool (MaxPooling2D) (None, 8, (%]
block4_convl (Conv2D) (None, 18, 1180160
block4 conv2 (Conv2D) (None, r 2359808

block4 conv3 (Conv2D) (None, > 2359208

block4 pool (MaxPooling2D) (None, 9, 9 2]

block5 convl (Conv2D) (None, 9, 9 2359808
block5 conv2 (Conv2D) (None, 9, 9 2359808
block5 conv3 (Conv2D) (None, 9, 9 2359808
block5_pool (MaxPooling2D) (None, 2]

global average pooling2d ( (None, 512) 2]
GlobalAveragePooling2D)

Gambar 6. Model VGG-16

dropout (Dropout) (None, 512)

dense (Dense) (None, 4)

Total params: 14716740 (56.14 MB)
Trainable params: 14716740 (56.14 MB)
Non-trainable params: @ (0.00 Byte)

Gambar 7. Model VGG-16

3.4 Pengujian

Pada tahap ini akan dilakukan testing pada
sebuah gambar untuk mengetahui apakah
VGG-16 dapat mendeteksi gambar tersebut
terdapat tumor atau tidak dan apa jenis tumor
tersebut.

4. Hasil Percobaan

Hasil penelitian menunjukkan hasil dari model
VGG-16 yang dipakai untuk penelitian dalam
penulisan paper dengan menggunakan 12 epoch.
Dalam penelitian ini jumlah total citra yang dipakai
sebanyak 3.264 citra yang terdiri dari citra latih dan
citra testing yang dibagi menjadi 4 kelas. Dan
sebanyak 2.955 citra validasi yang dipakai yang
terbagi menjadi 4 kelas.

Sample Image From Each Label

Gambar 8. Sampel Citra Training
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Dari hasil testing yang dilakukan terlihat bahwa
model kurang bisa mengenali jenis tumor otak yang
diberikan. Hasil penelitian menunjukkan jika wuser
melakukan upload pada suatu image yang terdapat
pada dataset, maka sistem akan memprediksi apakah
pada citra tersebut terdapat tumor atau tidak. Jika
ada, sistem akan memprediksi jenis tumor tersebut,
dan jika tidak ada, sistem akan mengeluarkan hasil
tidak terdeteksi tumor.

5. Kesimpulan

Dari penelitian ini, klasifikasi tumor yang dibagi
menjadi 4 jenis dapat dilakukan dengan metode
CNN dengan arsitektur VGG-16. Proyek ini
bertujuan untuk mengklasifikasikan tumor otak
berdasarkan jenisnya serta mengetahui perbedaan
ada atau tidaknya tumor pada otak.

Setelah dilakukan penelitian tentang
pendeteksian  tumor otak manusia dengan
menggunakan gambar MRI, dapat ditarik beberapa
kesimpulan sebagai berikut:

1. Keseluruhan modul berjalan dengan baik,
dengan fitur-fitur dan tombol yang berfungsi
sesuai dengan rancangan yang telah
direncanakan.

2. Program menunjukkan potensi awal yang
cukup menjanjikan, namun memerlukan
penyempurnaan  lebih  lanjut  dalam
mengklasifikasikan citra tumor, yaitu glioma

tumor, no tumor, meningioma tumor, dan
pituitary tumor.

3. Hasil pengujian menunjukkan tingkat akurasi
tertinggi sebesar 66%.

Setelah dilakukan penelitian, beberapa saran
yang dapat diterapkan di penelitian selanjutnya
adalah sebagai berikut:

1. Mencoba menggunakan epoch yang lebih

besar untuk meningkatkan akurasi.

2. Mencoba menggunakan metode-metode
alternatif lainnya untuk meningkatkan
komputasi dan akurasi.

3. Melakukan eksplorasi terhadap arsitektur
CNN yang lain untuk membandingkan hasil
dan kinerjanya.

4. Membuat aplikasi pengujian gambar MRI
agar bisa sekali banyak gambar dapat
diketahui hasil ujinya.
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