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ABSTRAK

Ulasan pelanggan pada platform e-commerce merupakan
data krusial untuk wawasan bisnis, namun volumenya
yang besar menuntut adanya analisis sentimen otomatis .
Penelitian ini  bertujuan untuk merancang dan
membangun sebuah prototipe aplikasi web yang
fungsional untuk melakukan klasifikasi sentimen pada
ulasan e-commerce secara otomatis. Sistem ini dirancang
untuk mengimplementasikan dan membandingkan kinerja
dari tiga model machine learning yang berbeda: metode
probabilistik Naive Bayes, ensemble learning LightGBM,
dan deep learning sekuensial Gated Recurrent Unit
(GRU). Data ulasan (20.100) dikumpulkan dari Google
Play Store melalui web scraping dan melalui tahap pra-
pemrosesan teks sebelum diimplementasikan pada ketiga
model . Hasil pengujian kinerja menunjukkan adanya
trade-off antara performa dan efisiensi. GRU mencapai
Fi-Score tertinggi (0.8082) namun dengan waktu
komputasi  terlama (877.72 detik). Naive Bayes
menunjukkan Akurasi tertinggi (0.8841) dan waktu
pelatihan tercepat (0.027 detik), namun dengan nilai
Recall terendah (0.7420) . Pengujian fungsionalitas
(Black Box Testing) membuktikan semua fitur berjalan
"valid" , dan pengujian System Usability Scale (SUS)
terhadap 30 responden menghasilkan skor rata-rata
93.84 (kategori "Excellent”).
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1. Pendahuluan

Ulasan pelanggan memainkan peran krusial dalam
ekosistem pemasaran digital, khususnya pada platform e-
commerce. Tidak hanya berfungsi sebagai sumber
informasi bagi calon pembeli untuk menilai kualitas
produk atau layanan secara lebih objektif, ulasan juga

memberikan umpan balik berharga bagi pelaku usaha
dalam meningkatkan kualitas layanan, memperbaiki
produk, serta memperkuat hubungan dengan pelanggan
[1]. Seiring pertumbuhan pesat e-commerce di Indonesia,
volume ulasan yang dihasilkan setiap hari menjadi sangat
besar menghasilkan ribuan ulasan baru setiap harinya,
sehingga analisis terhadapnya menjadi sangat krusial
untuk mempertahankan daya saing.

Untuk menjawab tantangan tersebut, otomatisasi
analisis sentimen menggunakan machine learning dengan
menerapkan teknik Pemrosesan Bahasa Alami (Natural
Language Processing) hadir sebagai solusi strategis untuk
mengubah data ulasan mentah menjadi wawasan bisnis
yang terukur [2]. Keberhasilan implementasi analisis
sentimen sangat bergantung pada pemilihan algoritma
klasifikasi yang tepat. Hal ini menjadi tantangan
tersendiri, terutama saat berhadapan dengan kompleksitas
dan nuansa bahasa manusia seperti sarkasme, bahasa
sehari-hari, dan konteks kalimat yang ambigu [3].
Penelitian ini bertujuan untuk merancang dan
membangun sebuah prototipe aplikasi berbasis web yang
fungsional untuk melakukan klasifikasi sentimen ulasan
secara otomatis. Secara spesifik, luaran utama dari sistem
yang dirancang adalah menyajikan perbandingan kinerja
klasifikasi yang dilihat dari akurasi, presisi, recall, F1-
score serta efisiensi komputasi dari ketiga metode secara
objektif.

Berdasarkan tujuan tersebut, perancangan ini
difokuskan untuk menjawab beberapa rumusan masalah
utama. Pertama, bagaimana merancang arsitektur sistem
yang mampu mengolah teks ulasan secara otomatis, mulai
dari tahap pra-pemrosesan hingga menghasilkan
klasifikasi sentimen. Lalu yang kedua, bagaimana
mengimplementasikan tiga model klasifikasi (Naive
Bayes, LightGBM, dan GRU) ke dalam sistem yang
dirancang agar dapat memprediksi sentimen secara
efektif. Terakhir ketiga, bagaimana hasil perbandingan
kinerja dan efisiensi komputasi dari ketiga model tersebut
ketika diuji pada dataset yang sama
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Metode  yang  digunakan  adalah  dengan
membandingkan tiga model dari paradigma machine
learning yang berbeda yaitu metode probabilistik Naive
Bayes, ensemble learning LightGBM, dan deep learning
sekuensial Gated Recurrent Unit (GRU) [4]. Data ulasan
publik dikumpulkan dari platform Google Play Store
melalui teknik web scraping, kemudian melalui tahap pra-
pemrosesan sebelum diolah oleh ketiga model. Beberapa
penelitian terdahulu telah melakukan analisis sentimen,
seperti menggunakan Xgboost [5], IndoBERT [6], dan
SVM [7], namun masih terbatas rancangan sistem yang
secara komprehensif mengintegrasikan algoritma dari
paradigma berbeda pada data ulasan e-commerce
berbahasa Indonesia.

Kegunaan rancangan ini adalah menyediakan
platform fungsional untuk menguji dan membandingkan
kinerja serta efisiensi dari tiga paradigma model yang
berbeda. Hasil perbandingan ini dapat memberikan bukti
kuantitatif dan acuan bagi peneliti atau pengembang
dalam memilih arsitektur model yang paling optimal
untuk tugas klasifikasi ulasan serupa.

2. Metode Penelitian

Sistem klasifikasi sentimen ini dirancang sebagai
sebuah prototipe aplikasi berbasis web. Perancangan
sistem ini mengadaptasi metodologi System Development
Life Cycle (SDLC) dengan model waterfall, yang
mencakup tahap perencanaan, analisis, perancangan,
implementasi, dan pengujian

2.1. Alur dan Perancangan Sistem

Secara konseptual, alur kerja sistem dimulai dari
pengumpulan data, yang kemudian dilanjutkan ke tahap
pra-pemrosesan data. Setelah data bersih, data tersebut
akan diolah secara bertahap menggunakan tiga
implementasi model yang berbeda (Naive Bayes,
LightGBM, dan GRU). Kinerja dari ketiga model tersebut
kemudian dievaluasi menggunakan metrik yang telah
ditentukan, dan hasilnya disajikan sebagai perbandingan
akhir . Diagram alur sistem yang dirancang dapat dilihat
pada Gambar 1.

Gambar 1 Alur Kerja Sistem

Pengguna dapat melakukan beberapa fungsionalitas
utama, seperti memasukkan teks ulasan yang ingin
dianalisis, melihat hasil analisis sentimen secara
langsung, serta melihat halaman perbandingan kinerja dan
waktu  komputasi  dari  ketiga model yang
diimplementasikan. Interaksi pengguna dengan sistem
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dibuat menggunakan Use Case Diagram seperti yang
ditunjukkan pada Gambar 2.

Sisten Klasifikasi Sentimen Ulasan

Melihat Halaman

Memasukkan Teks

Ulasan

Melihat Hasil
Analisis

User
Melihat Tabel

Analisis

Mengunduh Buku

Gambar 2 Use Case Diagram
2.2. Data

Data yang digunakan dalam penelitian ini adalah
20.100 ulasan pengguna aplikasi e-commerce yang
berbahasa Indonesia, yang diambil dari platform Google
Play Store melalui teknik web scraping dalam rentang
periode waktu 2018 hingga 2025. Dari dataset tersebut,
dilakukan proses pelabelan sentimen biner berdasarkan
fitur score sebagai penilaian. Ulasan dengan skor 4 dan 5
diberi label positif, sedangkan ulasan dengan skor 1 dan 2
diberi label negatif. Ulasan dengan skor 3 diabaikan
karena dianggap netral, dengan tujuan untuk
mempertajam analisis klasifikasi.

Setelah data dilabeli, setiap teks ulasan dari fitur
content akan melalui tahapan pra-pemrosesan. Tahapan
ini meliputi Case Folding (mengubah teks menjadi huruf
kecil), Cleansing (membersihkan teks dari tanda baca,
angka, dan karakter non-alfabet), Stopword Removal
(menghapus kata-kata umum yang tidak memiliki makna
penting), Stemming (mengubah kata ke bentuk dasarnya
menggunakan pustaka Sastrawi), serta Tokenisasi
(memecah kalimat menjadi unit kata tunggal). Data yang
telah bersih kemudian direpresentasikan ke dalam format
numerik yang siap diolah oleh model. Untuk model Naive
Bayes dan LightGBM, data direpresentasikan
menggunakan metode TF-IDF (Term Frequency-Inverse
Document Frequency). Sementara untuk model GRU,
data diubah menjadi sekuens vektor menggunakan lapisan
Embedding dan disamakan panjangnya melalui proses
Padding.

2.3. Model Klasifikasi

Penelitian ini membandingkan kinerja tiga model
klasifikasi machine learning yang dipilih untuk mewakili
paradigma yang berbeda. Berikut adalah penjelasan dari
ketiga model tersebut:
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2.3.1. Naive Bayes

Naive Bayes Classifier adalah metode klasifikasi
berbasis probabilitas yang digunakan untuk memprediksi
kategori seperti sentimen positif atau negatif berdasarkan
data yang ada. Model ini bekerja dengan menggunakan
Teorema Bayes, yang secara matematis dirumuskan
sebagai berikut.

P(X |y)P
P(y Ix) = FEREE (1)

Keterangan:
1. P(y |X) = Probabilitas posterior
2. P(X |y) = Probabilitas bersyarat kelas atau
Likelihood
3. P (y) = Probabilitas prior dari hipotesis y
4. P (X) = Probabilitas dari data X

Model ini juga membuat asumsi bahwa setiap kata
dianggap independen satu sama lain setelah kelasnya
diketahui [8]. Istilah "naive" (lugu) digunakan karena
model ini memiliki asumsi sederhana bahwa setiap kata
dalam ulasan bersifat independen dan tidak saling
mempengaruhi satu sama lain. Meskipun asumsi
independensi ini sering kali tidak sepenuhnya benar
dalam bahasa manusia, Naive Bayes dikenal sangat cepat,
efisien, dan seringkali memberikan hasil yang baik,
menjadikannya baseline yang populer dalam tugas
klasifikasi teks [9].

2.3.2. LightGBM

Light Gradient Boosting Machine (LightGBM)
adalah kerangka kerja machine learning berbasis
algoritma Gradient Boosting Decision Tree (GBDT).
Algoritma ini dirancang agar efisien dan skalabel,
khususnya untuk dataset besar dengan banyak fitur.
GBDT membangun pohon keputusan secara berurutan, di
mana setiap pohon baru memperbaiki kesalahan
(residual) dari pohon sebelumnya. Untuk klasifikasi
biner, residual ini atau juga disebut gradien dihitung
sebagai selisih antara label asli dan probabilitas prediksi
sebelumnya, dengan rumus:

=Y —Di @)

Keterangan:
1. 7; = Nilai gradien (residual) untuk data ke-i
2. y; = Label asli untuk data ke-i (O=negatif,
1=positif)
3. p; = Probabilitas hasil prediksi sebelumnya

Setiap pohon baru kemudian dilatih untuk
memprediksi residual ini. Nilai output untuk setiap daun
(leaf) pada pohon baru tersebut dihitung menggunakan
rumus:

Y. Residual

Nllal Output - Z(psebelumnya x (1- Psebelumnya)) (3)
Keterangan:
1. Y Residual = Jumlah gradien (residual) dalam
satu leaf
2. Dsepetumnya = Probabilitas prediksi dari iterasi
sebelumnya

3. Z(psebelumnya X (1 - psebelumnya)) =
varians Bernoulli, ekuivalen dengan Hessian

Hasil akhirnya adalah gabungan pohon-pohon
tersebut sehingga prediksi menjadi lebih akurat [10].
LightGBM juga dikenal mampu menangani data tidak
seimbang dan mengurangi risiko overfitting. Keunggulan
ini membuat LightGBM menjadi salah satu algoritma
populer dalam berbagai tugas klasifikasi modern,
termasuk analisis sentimen [11].

2.3.3. GRU

Gated Recurrent Unit (GRU) adalah salah satu
varian dari Recurrent Neural Network (RNN) yang
dirancang khusus untuk memproses data sekuensial
seperti teks. Model ini hanya menggunakan dua gerbang,
yaitu update gate dan reset gate, untuk mengatur aliran
informasi [12].

ze = 0 Wyxe + Uyhe_y + by) “4)
=0 Wx;+ Ushey + b)) (5)

Keterangan:
1. z, = Nilai update gate
1, = Nilai reset gate
o = Fungsi sigmoid
W, = Bobot input pada update gate
x; = Input pada waktu ¢t
U, = Bobot hidden state lama pada update gate
h;_, = Hidden state dari waktu sebelumnya
b, = Bias untuk update gate

NN kW

Kedua gerbang ini digunakan untuk menghitung
hidden state akhir (h;) yang menggabungkan informasi
lama dan baru. Hal ini membuat GRU lebih efisien secara
komputasi dibandingkan algoritma deep learning lainnya
karena memiliki jumlah parameter yang lebih sedikit,
namun tetap efektif dalam menangkap ketergantungan
jangka panjang dalam sebuah kalimat [13]. Kemampuan
ini sangat bermanfaat pada klasifikasi ulasan, karena
GRU dapat memahami bagaimana kata-kata dalam ulasan
saling mempengaruhi secara kontekstual. Sebagai contoh,
model dapat memahami bahwa kata "tidak" yang muncul
di awal kalimat akan mengubah arti kata "bagus" di akhir
kalimat, sehingga menghasilkan klasifikasi sentimen
yang lebih akurat [14].
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3. Hasil dan Pembahasan No. Fitur Skenario Hasil yang Status
. .. yang Uji Coba | Diharapkan
3.1. Hasil Pengujian Diuji
Pengujian sistem dilakukan melalui beberapa dan muncul
pendekatan, yaitu pengujian kinerja model klasifikasi, menampi | dengan
Black Box Testing untuk fungsionalitas, dan System Ikan deskrinsi
Usability Scale (SUS) untuk mengukur kemudahan h KT1D!
Lo alaman | aplikasi
penggunaan aplikasi. utama
3.1.1. Hasil Uji Metode Klasifikasi 2. Analisis | Memasuk | Sistem valid
= o . . kan menampilkan
Pengujian kinerja bertujuan untuk mengevaluasi ulasan hasil Positif
kemampuan prediktif dan efisiensi komputasi dari ketiga “Tokope
model yaitu Naive Bayes, LightGBM, dan GRU. dia
Pengujian ini dilakukan pada test set yang terdiri dari sangat
3.669 ulasan (20% dari total dataset). Hasil evaluasi membant
kinerja model diukur menggunakan metrik Akurasi, u dan
Presisi, Recall, dan F1-Score, dan juga dengan efisiensi mudah
komputasi (waktu pelatihan dan inferensi) yang disajikan digunaka
pada Tabel 1 dan Tabel 2. Model diurutkan berdasarkan n”
F1-Score tertinggi sebagai indikator kinerja yang paling
seimbang. ) o 3. Analisis | Memasuk | Sistem valid
Tabel 1 Hasil Evaluasi Kinerja kan menampilkan
Metode Akurasi | Presisi Recall | F1- ulasan hasil Negatif
Score “Aplikasi
GRU 0.8852 | 0.8252 | 0.7984 | 0.8116 sering
Naive Bayes | 0.8841 | 0.8646 | 0.7420 | 0.7986 error dan
LightGBM | 0.8555 | 0.7831 | 0.7376 | 0.7597 Jambat”
Tabel 2 Hasil Evaluasi Kinerja 4. Analisis | Menekan | Sistem valid
Metode Training (s) Inference (s) fmll),o! menampilkan
GRU 87772 17.19 Nalsis | pesan
tanpa Masukkan
Naive Bayes 0.027 0.0031 teks teks terlebih
LightGBM 47.68 0.1058 (input dahulu.”
kosong)
3.1.2. Hasil Uji Black Box Testing 5. Tabel Membuk | Grafik  dan | valid
Analisis | a menu tabel
Black Box Testing adalah metode pengujian Tabel perbandingan
perangkat lunak yang fokus pada pengujian fungsionalitas Analisis | dan tabel
aplikasi tanpa memperhatikan struktur internal atau cara efisiensi
kerja kode di dalamnya [15]. Pengujian meliputi komputasi
fungsionalitas halaman beranda, analisis, tabel analisis, muncul
dan tentang. Setiap skenario uji dilakukan secara manual
dengan memberikan input ulasan teks, menekan tombol 6. Tabel Menekan | File CSV | valid
analisis, serta memverifikasi hasil keluaran sistem apakah Analisis | tombol berhasil  di
sesuai dengan rancangan. Hasil pengujian ditunjukkan Unduh unduh
pada Tabel 3. Hasil
Analisis
Tabel 3 Hasil Black Box Tesing
7. Tentang | Mengund | File PDF | valid
No. Fitur Skenario | Hasil yang | Status uh file berhasil
yang Uji Coba | Diharapkan manual diunduh
Diuji book
1. Beranda | Membuk | Halaman valid
a aplikasi | beranda
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3.1.3. Hasil Uji System Usability Scale (SUS)

System Usability Scale (SUS) adalah kuesioner
yang digunakan untuk mengukur usability atau kegunaan
suatu sistem dari sudut pandang subjektif pengguna. SUS
terdiri dari 10 pernyataan yang dinilai menggunakan skala
likert 1 (Sangat Tidak Setuju) sampai 5 (Sangat Setuju).
Skor ini memberikan gambaran tingkat kegunaan sistem,
di mana nilai lebih tinggi menunjukkan wusability yang
lebih baik [16]. Target dari responden SUS ini yaitu 30
responden yang akan mencoba menggunakan seluruh
fitur utama aplikasi.

3.2. Pembahasan

Tahap ini menyajikan analisis dan interpretasi
terhadap hasil-hasil pengujian yang telah dilakukan.
Pembahasan difokuskan pada analisis perbandingan
kinerja dan efisiensi model klasifikasi, diikuti dengan
analisis hasil pengujian fungsionalitas dan wusability
aplikasi.

3.2.1. Pembahasan Metode Klasifikasi

Hasil pengujian kinerja model pada Tabel 1 dan
Tabel 2 menunjukkan hasil yang signifikan. Ketiga
metode mampu melakukan klasifikasi sentimen dengan
baik, di mana semua model mencapai akurasi di atas 85%.
Namun, terdapat perbedaan jelas dalam keseimbangan
presisi dan recall, serta efisiensi komputasi. Analisis ini
dengan  jelas  menunjukkan  adanya  frade-off
(keseimbangan) antara kinerja prediktif, terutama pada

keseimbangan F1-Score, dengan efisiensi waktu
komputasi antar metode.
Metode GRU mencapai F1-Score tertinggi

(0.8082), dengan nilai presisi (0.8093) dan recall (0.8072)
yang paling seimbang. Hal ini mengindikasikan bahwa
kemampuan GRU dalam memahami konteks kalimat
efektif untuk klasifikasi ulasan. Namun, keunggulan
kinerja ini membutuhkan biaya komputasi yang paling
lambat, dengan waktu pelatihan 877.72 detik dan waktu
inferensi 17.19 detik .

Metode Naive Bayes menunjukkan akurasi
tertinggi (0.8841) dan presisi yang juga sangat tinggi
(0.8646). Namun, nilai recall-nya (0.7420) adalah yang
terendah. Ini menunjukkan bahwa Naive Bayes sangat
baik dalam memastikan ulasan yang diprediksi positif,
tetapi cenderung kurang sensitif ke beberapa kasus positif
yang sebenarnya . Keunggulan utamanya adalah efisiensi
komputasi yang cepat, dengan waktu pelatihan hanya
0.027 detik dan inferensi 0.0031 detik.

Terakhir, Metode LightGBM menghasilkan F1-
Score terendah (0.7597) di antara ketiganya, meskipun
menggunakan boosting, reduksi dimensi dengan SVD
mungkin sedikit mengurangi performa F1-Score pada
dataset ini.

3.2.2. Pembahasan Black Box Testing

Hasil pengujian menunjukkan bahwa seluruh
skenario uji coba yang dijalankan pada fitur-fitur utama
aplikasi menghasilkan status "valid". Ini mengindikasikan
bahwa prototipe aplikasi telah berhasil
diimplementasikan sesuai dengan kebutuhan fungsional
yang diharapkan. Aplikasi mampu menerima input
ulasan, menjalankan analisis sentimen menggunakan
ketiga model, menampilkan hasil prediksi dan terdapat
perbandingan kinerja pada halaman yang sesuai, serta
menyediakan fungsi unduh data tanpa ditemukan adanya
error atau bug fungsional selama pengujian. Keberhasilan
pengujian Black Box ini menandakan bahwa sistem secara
fungsional telah siap dan berjalan sesuai rancangan.

3.2.3. Pembahasan System Usability Scale (SUS)

Pengujian System Usability Scale (SUS) telah
dilakukan dengan menyebarkan kuisioner secara online
selama periode 26 - 28 Oktober 2025. Kuesioner ini diisi
oleh 30 responden setelah mereka mencoba menggunakan
aplikasi beserta seluruh fitur utama-nya.

Dari hasil perhitungan skor ke-30 responden,
diperoleh skor rata-rata SUS sebesar 93.84. Berdasarkan
standar interpretasi skor SUS, nilai ini termasuk dalam
kategori "Excellent" atau Sangat Baik (Grade A+) yang
ditunjukkan pada Gambar 3.

NPS:

Acceptable

Worst imaginable Poor oK Good Excellent Best Imaginable
Adjective: ginable

Grade: F D c B A

sus score: 0 10 20 30 40 50 60 70 80 920 100

Gambar 3 Hasil Interpretasi Skor SUS [17]

Hasil ini menunjukkan bahwa sistem yang
dikembangkan dinilai memiliki tingkat kegunaan yang
sangat tinggi oleh pengguna, serta tampilan antarmuka,
kemudahan navigasi, dan kejelasan fiturnya sudah
berjalan dengan sangat baik.

4. Kesimpulan

Berdasarkan hasil perancangan dan pengujian sistem
klasifikasi sentimen ulasan e-commerce, dapat ditarik
beberapa kesimpulan sebagai berikut:

1. Prototipe aplikasi web yang dirancang telah
berfungsi penuh sesuai dengan rancangan. Hal
ini dibuktikan dengan hasil "valid" pada
seluruh skenario pengujian Black Box Testing,
yang mencakup fungsionalitas dari fitur - fitur
tama.

2. Sistem yang dikembangkan memiliki tingkat
kegunaan (usability) yang tinggi. Berdasarkan
pengujian System Usability Scale (SUS)
terhadap 30 responden, sistem memperoleh



skor rata-rata 93.84, yang termasuk dalam
kategori "Excellent" (Grade A+)

Dalam perbandingan kinerja model, ditemukan
adanya trade-off (keseimbangan) yang jelas
antara performa dan efisiensi komputasi.
Model GRU unggul dalam keseimbangan
kinerja (F1-Score 0.8082), namun memiliki
kelemahan pada waktu komputasi yang paling
lambat (877.72 detik) . Sebaliknya, model
Naive Bayes unggul dalam efisiensi (waktu
latih 0.027 detik) dan Akurasi (0.8841), namun
memiliki nilai Recall terendah (0.7420) yang
mengindikasikan sensitivitas yang lebih
rendah terhadap kasus positif.
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