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Abstract. The study aims to analyze the flood data in the five Jakarta areas. The focus is to determine areas that are 
potentially prone to flooding. Currently, there is no identification of potential flood areas in Jakarta based on actual 
parameters such as total rainfall, altitude, and population density. Based on this problem, a data-driven method is applied 
using the C4.5 algorithm. Decision trees are used to assist the classification process in determining areas that have the 
potential to be prone to flooding have potential flooding in the DKI Jakarta area. The 10-fold cross validation is 
employed along with the confusion matrix to evaluate the model between the actual and predicted results. The study 
shows that this algorithm can model the Jakarta potential flood-prone areas with an accuracy value of 87.20% with 
precision and recall values of 90.62% and 94.84%. Based on the model, the predicted flooding area can be identified 
utilizing the parameters. 

 

INTRODUCTION 
 

DKI Jakarta is an area that has relatively low terrain. With an altitude of average ± 7 meters above sea level [1], 
Jakarta has a high level of flood vulnerability every year. Flooding is known as rising water levels, which causes 
submergence of land. This can occur due to several factors such as nature, humans and the environment [2]. One of 
the causes of flooding is the high intensity of rainfall. Based on data obtained from the National Disaster 
Management Agency or Badan Nasional Penanggulangan Bencana (BNPB), almost every flood event in DKI 
Jakarta is caused by high rainfall. Flood disasters can cause severe losses in several urban industrial fields such as 
business and transportation. This is caused by the rise of water to the surface so that industrial activities are 
hampered. In addition, flooding can also cause many losses to the community, such as physical and material losses, 
diseases caused by dirty water, and even deaths. Therefore, to prevent this from happening, modeling is needed to 
classify areas that have the potential to be flood prone in DKI Jakarta. 

In this study, modeling flood-prone areas were carried out using data mining techniques. This technique can 
process large amounts of data in classifying data based on class categories and generating new data classifications 
[3]. Research on modeling flood-prone areas was previously carried out by Ahmad Khusaeri et al. [4] using the C4.5 
algorithm for modeling flood-prone areas in Kabupaten Karawang, Jawa Barat. 

In this study, the data used is based on annual reports obtained from several government agencies such as the 
National Disaster Management Agency or Badan Nasional Penanggulangan Bencana (BNPB), the Agency for 
Meteorology, Climatology and Geophysics or Badan Meteorologi Klimatologi dan Geofisika (BMKG), and the 
Central Statistics Agency or Badan Pusat Statistik (BPS) of DKI Jakarta. Then an experiment was conducted using 
the C4.5 decision tree algorithm to determine potential flood-prone areas in DKI Jakarta. 
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Related Work Regarding to Potential Flood-areas 

There are several studies related to potential areas prone to flooding.  In 2017 [4] used C4.5 algorithm to 
modeling of flood-prone sites In this study, an accuracy value of 84.385% was produced. These results indicate that 
the C4.5 algorithm can predict potential areas prone to flooding. Then, a similar study was also conducted by [5]. In 
contrast to [4] this study analyzes the level of flood vulnerability using Weighted Product method. This study 
resulted in an accuracy value of 68% in the very high vulnerability class and 80.4% in the high vulnerability class. 
The classification results are implemented in flood hazard maps using the QGIS application. 

Prediction of flood-prone areas was also carried out by developing a flood early warning system and weather 
information [7]. The flood prediction is determined by using data mining techniques with the C4.5 algorithm. Based 
on the tests, the use of C4.5 algorithm shows that the highest factor that can cause flooding is rainfall, followed by 
humidity and temperature.   

Classification Technique 

Classification is a data mining technique used to predict an instance of data into a class [8], [9]. Classification is 
included in supervised learning because the model is based on existing data sets. The Classification is divided into 
two stages. The first stage is the training stage where the data is analyzed using an algorithm. The second stage is the 
classification process. Where the classified data is entered into the appropriate class and produces a model [10], 
[11]. 

A decision tree is a straightforward classification algorithm that form like a tree structure. The internal node 
decision tree shows the test of each attribute. The branch formed represents the test result and the leaf node shows 
the class [12]. Decision trees can be used to retrieve information to help with decision-making systems [13]. To 
optimize the performance of the classifier, each internal node is divided into two or more parts. So that each path 
from the root node to the leaf node forms the decision to determine the new class. One of the famous decision tree 
algorithms at the moment is C4.5 [14].  

The C4.5 algorithm is known as a simple decision tree which is the development of the ID3 decision tree 
algorithm by Quinlan [15], [16] . This algorithm can be used as a method of classification and prediction by forming 
a decision tree. There are several ways to form a decision tree in the C4.5 algorithm, calculating the entropy value, 
gain and split from each training data attribute, and then generating a gain ratio [17]. 

To determine the root node, the attribute is selected based on the largest gain ratio value [18]. The entropy can 
use the following formula [19]: 
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Where: 
n : Number of Partition S 
pi : Proportion Si to S 

 
Then, we can use the following formula to calculate the gain ration value: 
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Where: 
S : Set Case 
A : Attribute 
n : Number of Attribute Partition A 
|Si| : Number of cases on the i partition 
|S| : Number of Cases in S 
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Confusion Matrix 

Confusion Matrix is a method used in evaluating classification models to predict true or false objects [20]. 
Evaluation is done to find the accuracy value of the classification model. Confusion Matrix contains columns 
representing prediction data classes and rows representing original or other data classes [21]. Explanation of the 
Confusion Matrix table can be seen in Table 1. 

 
TABLE 1. Confusion Matrix 

Actual Class Predicted Class 
Yes No 

Yes A (True Positive) B (False Negative) 
No C (False Positive) D (True Negative) 

 
 
True Positive (TP) is the number of positive records in a dataset that are classified as positive. True Negative 

(TN) is the number of negative records in the data set that are classified as negative. While, False Positive (FP) is the 
number of negative records in the data set that are classified as positive. False Negative (FN) is the number of 
positive records in the data set that are classified as negative [22]. 

METHODOLOGY  

There are several stages including data collection and integration, data pre-processing, algorithm 
implementation, modeling, and finally evaluation and model validation. Overall, the methodology in this study is 
shown in Fig. 1 below. 

 

 
FIGURE 1. Research Methodology 

 

Data Collection and Integration 

The data used in this study came from several data sources. First, the flood disaster data was obtained from 
BNPB. This data contains information on flood events (including impacts). The next data is obtained from BPS DKI 
Jakarta. This data is an annual report data on population density and altitude. Then the latest data is obtained from 
BMKG. This data includes the intensity of rainfall per month [23]. These data are data in the DKI Jakarta area 
within 2 years (2013 to 2014) with a total of 1008 data.  

Next is the data integration process by combining some of the data into one data table. The data contains several 
parameters such as year, month, city, sub-district, population density, altitude, rainfall and flood data as a label. The 
examples from the dataset used in this study are shown in Table 2. 

 
TABLE 2. Data Collection Sample 

Attribute Description Data Type Value 
1 Year Int 2013 
2 Month Date January 
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3 City Varchar Jakarta Barat 
4 Sub-District Varchar Cengkareng 
5 Population 

Density 
Int 18550 

6 Altitude Real 7 
7 Rainfall Real 549.4 
8 Flood Label Yes 

No 
 

Pre-processing Data 

Pre-processing data is a process that aims to convert raw data into data format so that it can be used to apply data 
mining techniques and improve data quality [24]. The data obtained in this study still has shortcoming. Therefore, 
pre-processing is needed to get the best results. There are two types of pre-processing carried out in this study: data 
cleaning and data transformation. 

1. Data Cleaning 
Data cleaning is a process to clean data is done to eliminate items that are not needed [25]. At this stage, 

data cleaning is done to eliminate the attributes of the year and month, because these attributes are not used 
in this study. Then, the attributes used are city, sub-district, population density, area height, rainfall, and 
flooding as labels. 

2. Data Transformation 
At this stage, some data is transformed. First, the transformation is done to change the flood data from 

the information data to the category data that will be labeled. Label determination is done by categorizing 
areas that have been flooded and those that have not. Then for areas that have ever been flooded, they are 
included in "YES" category, while for areas with no historical flooding, they are included in "NO" category. 
The second transformation on population density and rainfall attributes is carried out by converting from 
integer data to category data. The conversion of values on attributes of population density and rainfall can be 
seen in Table 3 and Table 4. 

 

TABLE 3. Data Transformation of Population Density 
Value Transformation 
64933     ─   < 31214 Low Density 
≥31214   ─   < 55935 Medium Density 
≥55935 High Density 

 
TABLE 4. Data Transformation of Rainfall 

Value Transformation 
0 ─ 100 mm Low 
101 ─ 300 mm Medium 
301 ─ 400 mm High 
≥ 401 mm Very High 
Source: Badan Meteorologi Klimatologi dan Geofisika (BMKG) 

 

Algorithm Implementation 

The implementation of the algorithm is done by calculating the entropy value and information gain of each 
attribute. The Calculation of entropy values can use formulas (1).  
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Entropy (Total) is obtained by counting the number of 1008 cases with 155 "YES" values and 853 "NO" values. 

The calculation produces a value of 0.619194477. These results are then used to find the information gain value of 
each attribute. Information gain calculations can use formulas (2). 
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The entropy and information gain calculation results can be seen in Table 5. 

 
TABLE 5. The Result of Entropy and Information Gain 

Node Attribute Value Total Yes No Entropy Information Gain 
1 Total  1008 155 853 0.619194477  

 Rainfall      0.217690082 
  Low 293 0 293 0  

  Medium 449 30 419 0.353924388  

  High 81 19 62 0.785889583  

  Very High 185 106 79 0.984580124  

 City      0.044636294 
  Jakarta Pusat 192 18 174 0.448864489  

Node Attribute Value Total Yes No Entropy Information Gain 
  Jakarta Utara 144 9 135 0.337290067  

  Jakarta Barat 192 14 178 0.376715003  

  Jakarta 
Selatan 240 42 198 0.669015835  

  Jakarta 
Timur 240 72 168 0.881290899  

 Altitude      0.024737257 
  2 144 9 135 0.337290067  

  4 192 18 174 0.448864489  

  7 216 35 181 0.639160599  

  8 72 11 61 0.61674826  

  10 144 40 104 0.852405179  
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  25.1 24 2 22 0.41381685  

  26.2 216 40 176 0.691289869  

 Population 
Density 

     0.000513797 

  Low Density 900 141 759 0.626275189  

  Medium 
Density 96 12 84 0.543564443  

  High Density 12 2 10 0.650022422  

 
Based on the Table V calculation, the highest gain value is obtained in the Rainfall attribute with a value of 

0.217690082. From the calculation results, the largest information gain value is then used as the root node in the 
decision tree. Repeat the calculation until all attributes have classes.  

Using The Model 

After all data is collected and processed, the model is tested using RapidMiner. The process of testing the model 
is shown in Fig. 2, and Fig. 3 below. 

 
 

 
FIGURE 2. Operator 

 
 
 
The testing process shown in Fig. 2, there are two main stages, Read Excel and Cross Validation. Data used for 

testing is imported using the Read Excel Operator. After that, the data type is determined on each attribute. The next 
process is the Cross Validation Operator. The data is processed into two subprocesses in this operator: training 
suprocess and testing subprocess. The process carried out in Cross Validation Operator is then shown in Fig. 3. 
Explanation from each operator can be seen as follows: 

• Operator Read Excel: The read excel operator is used to import data that will be used for testing from 
Microsoft Excel into RapidMiner. 

• Operator Cross Validation: This operator has two subprocesses: training subprocesses and testing 
subprocesses. Models are trained using training subprocesses. Then, the trained model is applied to the 
Testing subprocess. Model performance is measured during the testing phase. Testing is done using the k-
fold cross validation method, by dividing the training data as many ask sections, then k-1 part is used as data 
for system training and the rest is used as test data. In this study, the training data is divided into 10 parts, so 
we have 10 subset of data to evaluate the performance of the model or algorithm. For each of the 10 subset 
of data, Cross Validation will use 9 fold for training and 1 fold for testing. 
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FIGURE 3. Operator in Cross Validation 

 
 
• Operator Decision Tree: This operator is used to produce a decision tree model. In this operator, the results 

of enteropy and gain calculations will determine criterion values, maximal depth, confidence, minimum 
gain, minimum leaf size, minimum size for split and number of prepruning alternatives.  

• Operator Apply Model: This operator forms model based on training data. The aim is to get predictions on 
data that is not visible.  

• Operator Performance: This operator functions for the evaluation process that can be used on all types of 
learning task. This operator automatically determines the type of learning tasks and calculates the 
performance of the criteria. 

 

Evaluation and Model Validation 

Evaluation is needed to analyze and measure the accuracy obtained by using the Confusion Matrix. Calculation 
of Confusion Matrix values based on True Positive, False Positive, True Negative, and False Negative values. 
Accuracy is the percentage of records that are correctly classified in testing datasets. Model validation is done by 
using the k-fold cross validation technique. The dataset is divided into k-sections. A number of k-experiments are 
carried out. Each experiment uses k-partition data as test data and remaining partitions are used as training data. In 
this paper, the k-fold cross validation technique is used with a value of k = 10. 

 

RESULT AND DISCUSSION 

Based on the entropy and information gain calculation the results shown in Table V, the rainfall attribute is 
chosen as the root node of the decision tree. This calculation produces the highest information gain value with a 
value of 0.217690082. Continue the process until all attributes have a class. The decision tree model formed is 
shown in Fig. 4. 
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FIGURE 4. Decision Tree 

 

 
FIGURE 5. Decision Tree Description 

 
Based on the decision tree model formed at Fig. 4 and Fig. 5, produced rules to predict flood-prone areas. There 

are 19 rules formed, which can be seen as follows: 
1. If  RAINFALL = High And ALTITUDE >5.500, POPULATION DENSITY = Low Density, CITY = Jakarta 

Barat Then FLOOD = NO. 
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2. If  RAINFALL = High And ALTITUDE >5.500, POPULATION DENSITY = Low Density, CITY = Jakarta 
Selatan Then FLOOD = NO. 

3. If  RAINFALL = High And ALTITUDE >5.500, POPULATION DENSITY = Low Density, CITY = Jakarta 
Timur Then FLOOD = YES. 

4. If  RAINFALL = High And ALTITUDE >5.500, POPULATION DENSITY = Medium Density Then 
FLOOD = NO. 

5. If  RAINFALL = High And ALTITUDE ≤5.500 Then FLOOD = NO. 
6. If  RAINFALL = Low Then FLOOD = NO. 
7. If  RAINFALL = Medium And ALTITUDE > 5.500, CITY = Jakarta Barat Then FLOOD = NO. 
8. If  RAINFALL = Medium And ALTITUDE > 5.500, CITY = Jakarta Selatan Then FLOOD = NO. 
9. If  RAINFALL = Medium And ALTITUDE > 5.500, CITY = Jakarta Timur, ALTITUDE > 7.500 Then 

FLOOD = NO. 
10. If  RAINFALL = Medium And ALTITUDE > 5.500, CITY = Jakarta Timur, ALTITUDE ≤ 7.500 Then 

FLOOD = YES. 
11. If  RAINFALL = Medium And ALTITUDE ≤ 5.500 Then FLOOD = NO. 
12. If  RAINFALL = Very High And POPULATION DENSITY = High Density Then FLOOD = YES. 
13. If  RAINFALL = Very High And POPULATION DENSITY = Low Density, CITY = Jakarta Barat, 

ALTITUDE ≤ 7.500 Then FLOOD = NO. 
14. If  RAINFALL = Very High And POPULATION DENSITY = Low Density, CITY = Jakarta Barat, 

ALTITUDE > 7.500 Then FLOOD = YES. 
15. If  RAINFALL = Very High And POPULATION DENSITY = Low Density, CITY = Jakarta Pusat Then 

FLOOD = YES. 
16. If  RAINFALL = Very High And POPULATION DENSITY = Low Density, CITY = Jakarta Selatan Then 

FLOOD = NO. 
17. If  RAINFALL = Very High And POPULATION DENSITY = Low Density, CITY = Jakarta Utara Then 

FLOOD = NO. 
18. If  RAINFALL = Very High And POPULATION DENSITY = Low Density, CITY = Jakarta Timur Then 

FLOOD = YES. 
19. If  RAINFALL = Very High And POPULATION DENSITY = Medium Density Then FLOOD = YES. 

 

 
FIGURE 6. PerformanceVector Description 

 
After testing using Cross Validation, the test results are evaluated manually by calculating the Confusion Matrix 

value. The results of the Confusion Matrix calculation can be seen in Table 6. 
 
 

TABLE 6. Confusion Matrix 
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 True YES True NO 
Pred. YES 70 44 
Pred. NO 85 809 

 
 

70 809 *100% 87,20%
1008

Accuracy  +  = =      
(6) 

 
809Pr *100% 90,62%

809 85
ecision   = =  +    

(7) 

 
809Re *100% 94,84%

809 44
call   = =  +    

(8) 

 
The results of the Confusion Matrix calculations that are done manually produce the same accuracy, precision, 

and recall values as shown in Fig. 6. With an accuracy value of 87.20%, precision 90.62%, and recall of 94.8%, it 
shows that the C4.5 algorithm can be used in predicting and determining potential flood-prone areas in DKI Jakarta. 

CONCLUSION 

The results of research conducted on 1008 total data, it shows that the C4.5 algorithm can be used to determine 
potential flood-prone areas. This research begins with pre-processing the original data. There are two types of pre-
processing that have been done, data cleaning and data transformation. First, the data is constructed by removing a 
number of unnecessary attributes and performing several data transformations to convert and define labels. 

The results of this study are then manually evaluated using Confusion Matrix. The results of that process produce 
an accuracy value of 87.20% with a value of precision 90.62% and recall 94.84%. Based on these results, it can be 
concluded that the C4.5 algorithm can be implemented to predict and determine potential flood-prone areas in DKI 
Jakarta, so that future floods can be prevented. With this research, it is expected that further studies of potential 
flood-prone areas with more parameters to produce better accuracy values. 
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