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Abstract. Most of netizens are fond of traveling. Though they are interested to travel, majority of them are confused about where 
to go. Whenever the netizens planed for a travel, they spent hours searching for an interesting place that matches their point of 
interest. Therefore, there is a need for a recommender system which can recommend several interesting travel venues based on 
their preferences. Hence, information regarding different users prefers different travel locations are required. In this paper, 
Google review is used as a reference to divide the users into clusters of similar interests. The data has been divided into six 
scenarios which consist of the original data, scaled data, Principal Component Analysis (PCA) data, PCA scaled data, MinMax 
scaled data and Robust scaled data. The distance metric technique is performed in all these scenarios. Minkowski distance metric 
is used to measure the distance between the data points in the dataset and the elbow method to these scenarios to know the inertia 
values. This has revealed that the PCA with scaled data has lower distance and inertia value. The K-Means clustering is 
performed on this PCA-scaled data which divided the data into four different clusters. The results revealed are imperative to build 
any recommender system based on the users' preference.  

INTRODUCTION 

People often choose to travel in their free time to get out of the stress from day-to-day activities. Each person has 
their interests and choices. Not everyone likes everything. As part of their relaxation, some people like to visit 
holistic destinations while some people like to admire the beauty of nature and there also exits people who love to 
have tasty food (2)(3). Here comes the problem of choosing the holiday spot and plan. People feel hard deciding 
where they should visit. (1). They struggle to find places that match their lifestyle. It takes a lot of time finding 
whether such places exist and deciding among them. Spending too much time on this activity is a waste of time 
(3)(6).  
 

Artificial Intelligence is a significant branch of Computer Science and Engineering that makes human work 
simple (4)(5). In Artificial Intelligence, we train a machine thus that it does all the average works that a man does. 
It helps each sector to enhance productiveness and proficiency. In this case, we need a recommendation system 
for our travel using Artificial Intelligence. It saves a lot of time of ours. Here is an idea to build a 
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recommendation system that can recommend several interesting places based on user preferences and choices (5) 
(13).  

But before that, we should have accurate data to train the system. The main aim of this paper is to make an accurate 
data model from the raw dataset which helps the recommendation system. To make this we use Google review data 
of each user. Based on the rating that users give to each place, we categorize the users into different groups. Based 
on this grouped data, the system is trained and can suggest places based on user preferences (14)(15). 
In Google maps, people can give a rating from 0 to 5 on a particular place and they can also comment about the 
place. We import that data and make clusters of users. To make clustering of data, we use the machine learning 
algorithm K- Means (13)(15). For the implementation of K-Means, we scale the original data for efficiency, and 
then using Minkowski distance we determine which data frame can be used for best accuracy. Using the elbow 
method, we find the number of clusters. This results in clustered data which helps to build a recommender system 
(15)(16).  

RELATED WORK 

This paper is totally related to travelers and the travel destinations. But travelers are very confused about their 
holiday destination in most of the time. They spent much of the time selecting a destination. Even though if they 
found any place, there is no guarantee that the place will match their point of interest. Therefore, there is a need can 
solve this problem.  

Travel Research Review 

The field of the travel industry had seen a drastic change in recent years with outstanding development in 
technology and research. There are many journals and publications in this field (16)(17)(18)(30). There was a huge 
increase in the records of the Encyclopedia of Tourism. Before 1980, there are fewer than 10 papers and now there 
around 290 papers where around 150 are distributed in English (30). In tourism field, research studies have left 
similar information to survey and research and to decide if they are getting more standard data (33). In the current 
years, the field of the travel industry has been identified as autonomous scholarly classification in the web sciences 
stream and reflecting the technological progression (31)(32). Henceforth, this research comes at an advantageous 
point, as the travel industry field is developing to scholastic maturity. Review studies left a strong perspective on the 
travel industry in the scholarly community, analyzing and finding new developments in tourism journals 
(26)(30)(34)(36). Furthermore, contrasting these patterns with different streams and fields (34)(36) will be an added 
value to tourisms research spectrum. 

Clustering 

One of the research papers titled "Finding Best Possible Number of Clusters using K-means Algorithm" which is 
published in Dec 2019 in the journal called International Journal of Engineering and Advanced Technology 
(IJEAT). In this paper, the author addressed a problem related to online shopping. Basically, online shopping these 
days is a very common site almost every person visits. It is very useful for each person to buy their product by 
staying in their safest place. A lot of different products, we can search on e-commerce sites. We can wonder how the 
data in these websites are arranged. They should analyze customer preferences, their shopping behaviors like what 
are their interests and their needs through different kinds of techniques. For organizing such data, we need proper 
classification. In this paper what they have done is, they have grouped the data of the customers with the same 
buying behavior on the features age and salary. The concepts that they have used are the K-Means algorithm, WSS, 
Distance Metric methods. The whole work of this paper is implemented in R software. 
They have used the K-means algorithm to find similarities between the data points in the dataset. This is to group the 
data into clusters of data in this K-means algorithm. K-means algorithm is used to know the number of clusters the 
dataset is grouped into. It will select K clusters for the dataset selected and then it will assign the centroids 
randomly. K-means calculates the closest centroid for each data in the dataset and assigns that point to the cluster. 
Then it will set each cluster position to the mean of all data points assigned to the cluster. These two steps are 
repeated until we found there are no more changes. 
Clustering can also be performed based on the distance metric measures. By calculating the distance measure, we 
can influence the shape of the cluster. We have different distance measures techniques: Euclidean distance is the 
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most used distance metric technique. It is calculated based on the Minkowski distance by setting p's value 2. 
Therefore, for calculating the Euclidean distance we should know the formula of Minkowski. 
 
 
Formula for Minkowski distance metric: 

Σ(|xi − yi|p)1/p 
 

If we set the p value as 2, we can calculate the Euclidean Distance 
 

Σ(|xi − yi|2)1/2 
 

In this paper the Elbow method is also used to calculate the Within Sum of Squares (WSS). This calculation of WSS 
is used to figure out the right number of clusters. The minimum WSS value and minimum distance metric value is 
considered to form the clusters. The scale () function is also used to calculate the minimum WSS value. In addition, 
more scenarios and new techniques are added and implement them in the python language. 

 

PROPOSED MODEL 

There are various types of scaling like Standard scaling, Normalized scaling, Robust scaling, Minmax scaling, etc., 
We consider different types of scaling and store them into each data frame. Principal Component Analysis (PCA) is 
an unsupervised machine learning technique that decreases the dimensionality of the dataset. Using PCA, the 
unwanted data from the data set is removed and the data set is prevented from over fitting. So, we also implement 
PCA on the original data and scaled data and store them into different data frames. 
The biggest part of clustering the data is finding the number of clusters. To find the number of clusters for the data 
we use the Elbow Method. Using the elbow method, we can find the optimal number of clusters that can be used for 
clustering the data. In the elbow method, we find to calculate the inertia value for each value in the set of an 
assumed number of clusters and plot a graph between the number of clusters and corresponding inertia value for all 
the data frames. The value from which there is a proportional decrease of the graph for the data frames is considered 
as the optimal value for the number of clusters. Once, the number clusters value is considered, we should find which 
data frame should be used to make the clustering model. We use the Distance Metrics concept for choosing the best 
data frame for implementing the model. In distance metrics, we find how similar the objects are. There are many 
distance metrics methods, among which Miskowski distance is one. In the Minkowski distance method, we consider 
two similar data frames and find the similarity between them that is the distance between each data point in the data 
frames is considered. The data frame which gives the least value is considered for clustering. To perform clustering, 
we create a model of the K-means algorithm and fit the data frame into it and check the accuracy of the model. After 
performing the clustering, we plot the data points in the data frame in a graph and then can observe that the points 
representing the users with similar preferences are together. Each cluster represents its highest or best-preferred 
categories. Using this grouped data recommendation systems are built. In a recommendation system, when a user 
gives his/her preference the models check with the already grouped data and shows the places related to the group's 
categories. 

METHODOLOGY 

Dataset 

Dataset has been sourced from the Machine Learning Repository of the University of California. We have found this 
dataset on the Kaggle website. For this paper, we have used Google review as a reference. Basically, Google review 
is a platform where customers give their ratings to a specific place in Google maps. This dataset is generated by 
capturing user ratings from Google reviews. We have considered 24 categories of average reviews across Europe. 
The total number of entries in the dataset is 5456 and the total number of attributes is 24. 
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Data Distribution 

As we mentioned above the dataset which we have considered consists of the ratings of the customers with different 
scales. So, by performing some operations we can find out how this data is distributed in the dataset. For this, we 
have used the melt () method and Seaborn library. By using the melt () function we can change the data frame 
format from wide to long. To create a specific format of the data frame object where one or more columns work as a 
single identifier. Melt is used for converting a set of columns into a single row. Seaborn is a package that was 
developed based on the Matplotlib library. It is used to create more attractive and as well as informative graphs. 
Through this, we can clearly understand how the data is distributed among all the attributes. 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 

Figure 1: Overall rating Distribution 
 
By observing the above graph, we can understand how the data is distributed in the dataset. The overall 
ratings are lying between 0.5 to 5. Some attributes like pubs/bars, restaurants which are common attraction points 
are having wide range of rating distribution. While considering the other attributes like gyms, bakeries, swimming 
pools have somewhat low ratings. 

Data Frames 

We have considered some scenarios that should be performed on the data set to get the desired data frames. The data 
sets are Original data, Scaled data, PCA without scaling, PCA with scaling, MinMax scaled data and Robust scaled 
data. 
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Figure 2: Original Data Scaled 
 
Principle component analysis (PCA), generally called data reduction technique which tries to consider only the 
essential parts which have more variation of the data and remove the non-essential parts with a fewer variation. 
MinMax shows the minimum value in the dataset and the maximum value in the dataset. In this, the data is scaled to 
a fixed range. Robust scaled data tries to scale features using statics that is robust to outliers. This method removes 
the median and then scales the data. We have applied the distance metric technique and Elbow method to the above 
scenarios and compared the result. 

Distance Metrics 

The distance metric technique is used to know the input data patterns to make any data-based decision. The selection 
of a good distance metric helps us to improve the performance of classification, clustering, or any other algorithms. 
In this paper, we have chosen the Minkowski metric to measure the distance between the data points in the dataset. 
Minkowski distance is a generalized technique that can be used to manipulate the formula to calculate the distance 
between two data points in different ways. 

 
     The distance can be calculated using the formula:  

 
Σ(|xi − yi|p)1/p 

 
We can change the value of p and calculate the distance in three different ways which are P=1 Manhatten Distance, 
P=2 Euclidean Distance and P=3 Chebychev Distance. Observing the distance measures and the graphs, we can say 
that the distance is much lower in the case of PCA, PCA scaled. 

Elbow Method 

In the next step what we have done is, we have considered the elbow method to evaluate the inertia values. This 
inertia value is used to find out the error rate. The elbow method is the technique to determine k, the number of 
clusters. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Figure 3: Cluster Selecting using elbow method 
 

 



International Journal of Application on Sciences, Technology and Engineering (IJASTE) 
Volume 1, Issue 1, 2023. ISSN 2987-2499 
 

https://doi.org.10.24912/ijaste.v1.i1.302-312  307 
 

From this process what we came to understand is min-max data has a very low inertia value which is very 
negligible. So, we should consider only the PCA-scaled as the lower inertia value which is above the min-max plot. 
Therefore, by considering both the techniques which are the distance metric and the elbow method, we can observe 
that the PCA with scaled data has a lower value when compared to other scenarios. 

Clustering 

As we have mentioned that the PCA with scaled data has a lower value with respect to distance metric and inertia 
value, we have applied K-Means clustering analysis on this PCA scaled data. While applying K-Means clustering on 
PCA-scaled data, we used labels to predict which cluster each data point belongs to. To do this, we accessed the 
labels attribute from our model object using the dot operator. And then we have transformed the data that means 
papering the data into the coefficient variable. We also plotted the data before and after the PCA transform and 
color-coded each point using Eigen Vector representation. The Eigen Vector is an array with n entries where n is the 
number of attributes. 

EXPERIMENTAL RESULTS 

Below figures are the results after performing k-means clustering on PCA-scaled data. We can observe that in figure 
4.7, the set of attractions in the dataset are scattered into different clusters and we can clearly see those using 
different colored dots in the graph. And in figure 4.8 we can clearly understand how the user reviews are distributed 
into four different clusters. A great level of understanding we can observe like how the data is scattered in every 
single cluster. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 4: PCA Scaled 
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Figure 5: Robust Scaled 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: K-Means Clustering 
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Figure 7: Review Distribution of Cluster 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 8: Review rating for each Cluster 

 
 
K-means clustering result shows that the cluster is divided into 4 segments:  
 
Cluster-0 (Green): In this cluster, we can observe that fast food lovers, pay attention to hotels and juice bars and 
have art in their hearts. In the total user prefers to love burger/pizza, hotel/other lodgings, juice bars and art galleries 
the most. 
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Cluster-1 (Yellow):  We have identified that in this cluster the users love to go to local service, spend their time in 
the zoo, shopping in a mall, having dinner in fine restaurant and pubs/bars. Overall users love malls, zoos, 
restaurants, pubs/bars, local services the most. 
 
Cluster-2 (Blue): In this cluster, we can observe that the user prefers nature like beaches and parks and loves to go to 
museums and theaters. By this cluster, we can say that users love beaches, parks, theaters, museums the most. 
 
Cluster-3 (Violet): We can observe from the scatter plot that the member of this cluster is not loosely spread, they 
might or might not share a common interest. Although users in this group gave an overall rating of about 2 to all 
attraction but compared to the other 3 clusters, they seem to have more attention to dance clubs, swimming pools, 
gyms, bakeries, beauty and spas, cafes, viewpoints, monuments, and gardens than above 3 clusters. Therefore, 
cluster3 can be summarized as a healthy and sightseeing lover. 

CONCLUSION 

From this paper, we can conclude that if we want to build any recommended system, firstly we need to perform any 
clustering technique to clearly understand the relationship between the data in the dataset. To perform this 
clustering, we need to know that which scenario of the dataset is most precise to perform the clustering. Finally, we 
can conclude from this paper that we have clearly understood that k-means clustering is the best clustering algorithm 
to know how the data is distributed among the clusters and we have understood the relationship between the 
attractions in the dataset. This paper currently deals only with the clustering of data. Here we grouped people into 
different categories based on their preferences and reviews. This data can be used for building recommender 
systems. The clustered data makes the recommender system's job a little easy when working with the data set. 
Therefore, the data pre-processing for the recommender system becomes easy. 
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