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ABSTRAK

Dalam paper ini, diangkat sebuah topik yang membahas kinerja atau performa dari murid- murid pada institusi
pendidikan ketika menjalani ujian. Tujuan dalam pembuatan paper ini membantu merancang mekanisme
efektif untuk meningkatkan kinerja hasil akademik dari siswa. Nilai ini terdiri dari gender, race/ethinicity,
lunch, test preparation course, math score, reading score, writing score. Algoritma adalah sekumpulan
instruksi atau langkah-langkah yang dituliskan secara sistematis dan digunakan untuk menyelesaikan masalah
/ persoalan logika dan matematika dengan bantuan komputer. Algoritma yang digunakan dalam paper yang
dibuat adalah K-Nearest Neighbors (KNN), Logistic Regression, dan Decision Tree. Modal Evaluasi dalam
paper ini menggunakan Classification Report, Confusion Matrix, dan Cross Validation.

Kata kunci: K-Nearest Neighbors (KNN), Logistic Regression, Decision Tree.

ABSTRACT

In this paper, a topic is raised that discusses the performance of students in educational institutions when
taking exams. The aim of making this paper is to help design effective mechanisms to improve students'
academic performance. This value consists of gender, race/ethnicity, lunch, test preparation course, math
score, reading score, writing score. An algorithm is a set of instructions or steps written systematically and
used to solve logical and mathematical problems/issues with the help of a computer. The algorithms used in
the paper are K-Nearest Neighbors (KNN), Logistic Regression, and Decision Tree. Evaluation capital in this
paper uses Classification Report, Confusion Matrix, and Cross Validation.

Keywords: K-Nearest Neighbor (KNN), Logistic Regression, Decision Tree.

1. PENDAHULUAN

Topik machine learning yang digunakan dalam pembuatan paper prediksi kinerja dari siswa
ketika menjalani ujian ini adalah pembelajaran terawasi (supervised learning), dimana algoritma
akan mendapatkan pelatihan menggunakan dataset yang sudah diberikan label atau identitas.
Masing-masing masukan (input) memiliki keluaran (output) yang sesuai, yang bertujuan untuk
mempelajari pengenalan pola atau relasi antara input dan output sampai algoritma mampu melakukan
prediksi yang akurat [1].

Topik ini dipilih dengan tujuan untuk membantu merancang mekanisme efektif untuk
meningkatkan kinerja hasil akademik dari siswa di sekolah dan untuk mengidentifikasi faktor paling
signifikan yang mempengaruhi kinerja siswa. Hal ini juga menentukan bagaimana performa model
terpengaruh ketika model dijalankan pada data yang hanya menyertakan fitur paling penting. Dengan
adanya paper ini diharapkan dapat membantu di bidang akademik khususnya di sekolah dengan
memperbaiki kinerja dari siswa yang mengikuti ujian [2].

2. METODE PENELITIAN

Dalam pembelajaran mesin (machine learning), dataset dapat diartikan sebagai kumpulan data
yang digunakan untuk melatih dan menguji model dari sebuah machine learning. Dataset yang
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digunakan dalam pembelajaran mesin ini didapatkan dari kagle.com yang merupakan sebuah situs
web (website) yang menyediakan berbagai dataset yang berhubungan dengan pembelajaran mesin
(machine learning). Dataset ini terdiri dari 1000 baris dan 9 kolom, nilai yang terdapat di dalam
dataset ini antara lain gender, race/ethnicity, lunch, test preparation course, math score, reading
score, writing score. Pada Tabel 1 berikut ini dideskripsikan masing-masing dari kolom tersebut [3].

Tabel 1. Tabel Contoh Dataset

Name Description
gender jenis kelamin dari siswa
race/ecthnicity jenis ras atau etnik dari siswa
lunch jenis makan siang dari siswa (standard, free.reduced)
test preparation course | kursus persiapan ujian (completed, none)
math score nilai pelajaran matematika dari siswa
reading score nilai pelajaran membaca dari siswa
writing score nilai pelajaran menulis dari siswa

3.1 Pra-pemrosesan Data

Pra-pemrosesan data adalah proses mengubah data mentah menjadi bentuk yang lebih mudah
dipahami. Proses ini dibutuhkan untuk memperbaiki kesalahan pada data mentah yang seringkali
tidak lengkap dan formatnya tidak teratur. Tahapan pra-pemrosesan data yang dilakukan antara lain

[4]1[5]:

1. Data Cleaning
Langkah pertama yang harus dilakukan dalam pra-pemrosesan data adalah pembersihan data.
Dimana data awal yang diperoleh harus diseleksi kembali. Selanjutnya, hapus atau hilangkan
data yang tidak lengkap, tidak relevan, dan tidak akurat. Dengan melakukan langkah ini Anda
akan terhindar dari kesalahpahaman saat menganalisis data.

2. Data Transformation
Langkah selanjutnya yang dilakukan adalah transformasi data. Seperti dijelaskan di atas, data
berasal dari berbagai sumber dan mungkin dalam format berbeda. Kita perlu menyeimbangkan
semua data yang dikumpulkan sehingga kita dapat menyederhanakan proses analisis data. Di
dalam transformasi data ada beberapa langkah yang digunakan dalam pembelajaran yang
dilakukan yaitu standarisasi yang merupakan suatu proses yang memodifikasi data asli supaya
rata-rata (mean) dari data tersebut menjadi 0 dan deviasi standarnya menjadi satu.

3. Data Splitting
Langkah selanjutnya yang dilakukan adalah pemisahan data. Membagi data menjadi set
pelatihan, set validasi, dan set pengujian untuk mengukur performa model. Pada dasarnya
pembagian data dibagi menjadi dua bagian, yaitu data latih dan data uji. Data pelatihan
digunakan untuk melatih dan mengembangkan model. Kumpulan data pelatihan sering kali
digunakan untuk memperkirakan parameter yang berbeda atau untuk membandingkan
performa model yang berbeda. Data pengujian digunakan setelah pelatihan selesai. Data
pelatihan dan pengujian dibandingkan untuk memeriksa apakah model akhir yang digunakan
memiliki kinerja yang benar.

3.2 Algoritma Klasifikasi
Metode atau algoritma klasifikasi yang akan digunakan antara lain [6][7][8]:

1. K-Nearest Neighbors (KNN)
K-Nearest Neighbors (KNN) Merupakan sebuah algoritma untuk melakukan klasifikasi
terhadap objek berdasarkan data pembelajaran yang jaraknya paling dekat dengan objek
tersebut. Data pemelajaran digambarkan ke ruang berdimensi banyak dengan tiap-tiap dimensi
mewakili tiap ciri/fitur dari data.
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2. Logistic Regression
Logistic Regression merupakan salah satu algoritma dalam machine learning yang
digunakan untuk klasifikasi data biner .Algoritma ini menggunakan pendekatan regresi
linier untuk memodelkan hubungan antara variabel input dan output, dengan menghasilkan
nilai probabilitas yang berkisar antara O dan 1.Dalam hal ini, output Klasifikasi dilakukan
berdasarkan probabilitas tersebut.

3. Decision Tree
Decision Tree merupakan algoritma yang memungkinkan untuk memprediksi nilai output
berdasarkan serangkaian kondisi atau atribut. Teknik ini banyak digunakan dalam berbagai
aplikasi seperti kesehatan, keuangan, pemasaran, manufaktur, dan sumber daya manusia.

3.3 Metode Evaluasi
Tahap metode evaluasi dalam pembelajaran mesin adalah proses mengukur seberapa baik
kinerja model Anda dalam memprediksi atau mengklasifikasikan data baru. Ada berbagai metode
evaluasi yang digunakan untuk mengukur kinerja model, bergantung pada jenis masalah dan tujuan
yang Anda pikirkan. Terdapat beberapa metode evaluasi yang digunakan dalam pembelajaran mesin
ini yaitu [9][10]:
1. Classification Report
Classification report adalah sebuah laporan atau ringkasan statistik yang digunakan untuk
mengevaluasi kinerja model klasifikasi dalam pembelajaran mesin. Laporan ini menyajikan
berbagai metrik evaluasi yang membantu Anda memahami sejauh mana model Klasifikasi
Anda efektif dalam melakukan prediksi kelas. Classification report umumnya digunakan
dalam masalah klasifikasi, di mana model mencoba mengklasifikasikan data menjadi beberapa
kategori.
2. Confusion Matrix
Confusion Matrix (Matriks Konfusi) adalah alat yang digunakan untuk mengukur kinerja model
klasifikasi dalam pembelajaran mesin. Matriks konfusi adalah tabel berbentuk matriks yang
membandingkan prediksi model dengan nilai aktual dari data yang diuji. Matriks ini berguna
untuk memahami sejauh mana model Anda benar dalam memprediksi kelas tertentu dan di
mana model tersebut mengalami kesalahan. Ada empat nilai yang dihasilkan di dalam tabel
confusion matrix, di antaranya True Positive (TP), False Positive (FP), False Negative (FN),
dan True Negative (TN).
3. Cross Validation
Cross Validation adalah metode validasi model yang membagi data dengan cara yang kreatif
untuk mendapatkan perkiraan kinerja model yang lebih baik dan meminimalkan kesalahan
ketika memvalidasi model.

Skema eksperimen machine learning ini dimulai dengan Data Understanding untuk meringkas
data dan mengidentifikasi potensi masalah. Tahap ini dilanjutkan dengan Data Preparation, di mana
masalah data diperbaiki dan variabel derived dibuat untuk memastikan kesesuaian data dengan
algoritma. Selanjutnya, tahap Modelling melibatkan pemilihan dan penerapan teknik serta algoritma
machine learning pada data. Terakhir, tahap Evaluation berfokus pada interpretasi hasil yang
diperoleh dari proses pemodelan sebelumnya untuk menilai kinerja model.

3. HASIL DAN PEMBAHASAN

Setelah dilakukan pembelajaran mesin model yang menggunakan algoritma klasifikasi K-
Nearest Neighbors (KNN), Logistic Regression, dan Decision Tree dengan menggunakan dataset di
atas, didapatkan hasil dan pembahasan sebagai berikut. Nilai yang terdapat di dalam dataset ini antara
lain gender, race/ethnicity, lunch, test preparation course, math score, reading score, writing score.
Untuk akurasi dari algoritma klasifikasi K-Nearest Neighbors (KNN), Logistic Regression, dan
Decision Tree didapatkan hasil seperti pada Gambar 1 dibawah ini dimana didapatkan akurasi 1.00.
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Akurasi KNN: 1.60
Akurasi Decision Tree: 1.00
Akurasi Logistic Regression: 1.00

Gambar 1. Hasil Akurasi Algoritma

Untuk metode evaluasi menggunakan classification report didapatkan hasil sebagai berikut
yang dapat dilihat pada Gambar 2 dimana dari ketiga algoritma tersebut mendapatkan nilai precision,
recall, f1-score dan support yang identik atau sama.
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Gambar 2. Classification Report

Untuk metode evaluasi menggunakan confusion matrix, didapatkan hasil sebagai berikut yang
dapat dilihat pada Gambar 3 dibawah dimana dari ketiga algoritma tersebut mendapatkan nilai true
positive (TP), true negative (TN), false positive (FP), false negative (FN) yang identik dari ketiga
algoritma klasifikasi tersebut.
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Gambar 3. Coﬁ?ﬁsion Matrix

Kemudian yang terakhir yaitu metode evaluasi menggunakan cross-validation didapatkan
hasil sebagai berikut yang dapat dilihat pada Gambar 4 dimana dari ketiga algoritma tersebut cross-
validation untuk KNN mendapatkan hasil yang lebih rendah apabila dibandingkan dengan cross-
validation untuk Logistic Regression dan Decision Tree.

Cross-Validation Scores for KNN:
[0.645 0.675 98.69 0.69 0.74 )
Mean Accuracy: 0,69

Standard Deviation: 0,03

Cross-Validation Scores for Logistic Regression!
(G T e R 10 05|

Mean Accuracy: 1,80

Standard Deviation: 0,08

Cross-Validation Scores for Decision Tree:
NEDELERER R

Mean Accuracy: 1.88

Standard Deviation: ©.00

Gambar 4. Cross Validation
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4. KESIMPULAN

Berdasarkan pembelajaran mesin terhadap model yang telah dilakukan di atas didapatkan
kesimpulan. Pembelajaran mesin yang telah dilakukan dengan menggunakan algoritma klasifikasi K-
Nearest Neighbors (KNN), Logistic Regression, dan Decision Tree didapatkan nilai yang identik
apabila menggunakan metode evaluasi classification report dan confusion matrix. Akan tetapi jika
berdasarkan metode evaluasi cross validation , KNN mendapatkan hasil yang lebih rendah apabila
dibandingkan dengan cross-validation untuk Logistic Regression dan Decision Tree.
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