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ABSTRAK 

Banyak faktor seseorang untuk tetap menjaga kesehatan dirinya mulai dari menjaga asupan makanan yang 

masuk, hingga melakukan kegiatan olahraga rutin. Namun tidak hanya faktor dari dalam yang mempengaruhi 

kesehatan seseorang, terdapat juga beberapa faktor ekstenal seperti pencemaran udara. Senyawa-senyawa 

kimia yang menjadi penyebab pencemaran udara yaitu SO2, CO, O3 dan lain-lain. Penelitian ini dilakukan 

menggunakan metode K-means sebagai algoritma clustering dengan menggunakan data indeks pencemaran 

udara wilayah DKI Jakarta tahun 2020. Hasil penelitian menunjukkan bahwa metode elbow dapat menjadi 

salah satu metode dalam menentukan jumlah klaster yang akan diteliti selain dengan menggunakan melihat 

nilai silhouette coefficient ataupun dapat dikombinasikan bersama. PM10 dan CO pada visualisasi 3D 

menjadi faktor penentu dan memiliki pengaruh jika angka keduanya meningkat, maka dipastikan polutan lain 

akan ikut meningkat juga. 

 

Kata Kunci: Klasterisasi, Pencemaran Udara, K-Means, Elbow, Silhouette Score 

 

 

ABSTRACT 
There are many factors that influence a person's ability to maintain their health, ranging from maintaining a 

healthy diet to engaging in regular exercise. However, it is not only internal factors that affect a person's 

health; there are also several external factors, such as air pollution. The chemical compounds that cause air 

pollution include SO2, CO, O3, and others. This study was conducted using the K-means method as a 

clustering algorithm with data on air pollution indices in the DKI Jakarta area in 2020. The results show 

that the elbow method can be used to determine the number of clusters to be studied, in addition to using the 

silhouette coefficient value or a combination of both. PM10 and CO in 3D visualization are determining 

factors and have an influence; if both numbers increase, it is certain that other pollutants will also increase. 

 

Keywords: Clustering, Air Polution, K-Means, Elbow, Silhouette Score 

 

 

1. PENDAHULUAN 

 
Pencemaran udara menjadi salah satu penyebab kondisi seseorang menjadi kurang sehat. 

Dikarenakan jika seseorang menghirup udara yang tercermar oleh suatu senyawa tertentu dalam 

jumlah besar, maka orang tersebut akan mengalami ganguan kesehatan mulai dari penyakit ringan 

hingga penyakit berat seperti ganguan pernafasan. Masalah pencemaran udara menjadi sulit untuk 

di tangani terutama di kota-kota metropolitan dengan jumlah penduduk yang tinggi dan aktifitas 

yang padat. Banyak sekali hal yang menjadi kontribusi penyebab pencemaran udara seperti 

pembakaran kendaraan bermotor, asap pabrik, pengunaan pendingin ruangan dan masih banyak lagi. 

 

Tujuan dari penerlitian ini adalah mendapatkan pembagian kelompok dari data indeks 

pencemaran udara yang diberikan untuk dibagi menjadi beberapa kolompok. Pengelompokan yang 

dimaksut adalah kadar tingginya senyawa kimia yang menyebar di udara di kawasan DKI Jakarta. 

Dengan demikian hasil dari pengelompokan tesebut dapat digunakan sebagai alat bantu dalam 

penganalisaan data. 
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2. METODE 
 

2.1. K-means 

Algoritma k-means merukan metode yang paling populer digunakan untuk melakukan 

pengelompokan[1]. K-means sendiri termasuk kedalam algoritma unsupervised learning, yang 

dapat diartikan bahwa data set yang digunakan tidak memiliki label penanda kelompok. Biasanya 

data set yang digunakan metode k-means berbentuk fitur angka atau fitur yang berbentuk simbol. 

Pada fitur angka perhitungan yang digunakan adalah euclidean distance, sedangkan dalam bentuk 

simbol menggunakan hamming distance[2]. Dibawah ini merupakan rumus dari euclidean distance. 
 

𝑛 

𝑑(𝑝, 𝑞) = √∑(𝑞𝑖 − 𝑝𝑖)2 
𝑖=1 

 

(1) 

𝑑(𝑝, 𝑞) = dua titik pada dalam euclidean 

𝑞𝑖, 𝑝𝑖  = Euclidean vector 

 

2.2. Metode Elbow 

Metode Elbow merupakan metode tertua untuk menentukan jumlah klaster terbaik pada data 

set [3]. Pengerjaan metode ini menggunakan perhitungan sisa penambahan dari pangkat 2 

(Residual Sum of Squares) pada percobaan dengan klaster berurut seperti dari 2-kalster sampai 7-

kalster. 
𝑛 

𝑅𝑆𝑆 = ∑(𝑦𝑖 − 𝑓(𝑥𝑖))2 
𝑖=1 

(2) 

𝑅𝑆𝑆 = Residual Sum of Squares 

𝑦𝑖 = jumlah dari variabel yang akan di prediksi 

𝑓(𝑥𝑖) = hasil prediksi dari 𝑦𝑖 
 

Dengan bantuan grafik sebagai visualisasi dengan nilai x sebagai jumal n-kalster dan y 

sebagai hasil dari perhitungan dengan rumus diatas. Jika pada grafik tersebut terlihat bahwa 

perhitungan tidak lagi terjadi penurunan secara signifikan maka n-kalster tersebut merupakan 

jumlah kalster terbaik[4]. Di bawah ini merupakan visualisasi dari metode elbow. 

 

 

 

 

 

 

 

 

 
Gambar 1. Grafik visualisasi elbow 

 

Namun metode tertua ini memiliki sebuah kekurangan jika hasil grafik tidak memiliki 

tekukan. Maka metode ini menjadi ambigu atau tidak dapat digunakan. Seperti yang ditunjukan 

pada gambar 2. 

 

 

 

 

 

 

 
Gambar 2. Elbow yang ambigu 
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2.3.  Silhouette Coefficient 

Tujuan dari silhouette coefficient bertujuan untuk memberikan evaluasi pada kalster tertentu 

yang akan digunakan sebagai perbandingan dengan kalster lain yang digunakan sebagai pengukur 

kepadatan dan pemisahan kalster [5]. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Gambar 3. Silhouette 

 

Indikasi (a) merupakn nilai rata-rata jarak setiap titik didalam kalster dan (b) merupakan nilai 

rata-rata jarak antara semua kalster [6]. 

  𝑏𝑖 − 𝑎𝑖  

𝑠𝑖 = 
max (𝑎 , 𝑏 ) 

𝑖 𝑖 

(3) 

𝑠𝑖 = nilai silhouette 

𝑎𝑖 = nilai rata rata jarak setiap titik didalam kalster 

𝑏𝑖 = nilai rata-rata jarak antar semua kalster 

 

 

3. HASIL DAN PEMBAHASAN 

 

3.1. Data 

Data yang digunakan pada penelitian ini merupakan data yang didapat dari Satu Data Jakarta 

dengan nama Indeks Standar Pencemaran Udara (ISPU) tahun 2020 dari bulan September hingga 

November dengan jumlah data sebesar 455 data. Variable-variable yang terdapat pada data tersebut 

adalah tanggal, stasiun, PM10, SO2, CO, O3, NO3, max, critical dan categori. 

 

3.2. Pra-Pemrosesan Data 

Sebelum data digunakan, perlu dilakukannya screening data yaitu melakukan pengecekan 

data satu persatu untuk menemukan apakah ada data kosong pada data set tersebut. Jika saat 

melakukan screening data ditemukan data kosong maka perlu melakukan pembenaran data dengan 

menggunakan nilai rata rata dari 5 data sebelum data kosong. Jika variabel data yang digunakan 

memiliki perbedaan satuan angka yang sangat jauh, perlu dilakukannya pengkonversi data dengan 

menggunakan MinMaxScaler. Pada data set ini variabel PM10 memiliki missing value sebanyak 9 

data (1.97%), dan variabel SO2, CO, O3 dan NO3 hanya memiliki data kosong masing-masing 5 data 

(1.1%). Setelah pengisian selesai, hasil dari pra-pemrosesan data tersebut pada setiap variabel tidak 

memiliki data kosong. Dan data yang digunakan memiliki variable angka yang saling berdekatan, 

sehingga tidak diperlukan konversi data menggunakan MinMaxScaler. 

 



Clustering Menggunakan Metode K-Means Dengan 

Bantuan Metode Elbow 

 

Brian Wijaya 

 
 

261 

3.3. Eksperimen 

Pada penelitian ini variabel data set yang digunakan sebagai eksperimen adalah PM10, SO2, 

CO, O3 dan NO3. Variabel-variabel tersebut akan dipisahkan terlebih dahulu ke sebuah data frame 

baru. Kemudian dengan menggunakan metode K-means untuk mengelompokkan data variabel 

tersebut ke dalam pembagian sebanyak n_klaster. Proses pencarian n_klaster dilakukan dengan 

menggunakan metode elbow. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Gambar 4. Grafik elbow penelitian 

 

Dilihat dari hasil elbow tersebut klaster dengan jumlah 3 merupakan pembagian terbaik pada 

data set tersebut. Setelah menumukan n_kalster, clustering dapat dilakukan dengan metode k-

means dengan jumlah klaster sama dengan 3. Kemudian hasil dari klaster tersebut akan dievaluasi 

dengan menggunakan nilai silhouette coefficient untuk mengetahui seberapa baik pembagian 

klaster tersebut. 

 

3.4. Evaluasi 

Evaluasi dilakukan dengan menghitung nilai silhouette coefficient. Hasil dari uji coba yang 

dilakukan dari 2 klaster hingga 7 klaster dapat di lihat seperti pada Gambar 5 berikut ini. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Gambar 5. Grafik hasil perhitungan silhouette tiap klaster 

 

Nilai tertinggi terdapat pada klaster berjumlah 3. Hal ini dapat dijadikan sebagai bukti bahwa 

metode elbow yang digunakan tervalidasi. Tabel 1 dibawah ini adalah ringkasan nilai dari 

perhitungan silhouette coefficient tersebut. 
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Tabel 1: Tabel nilai silhouette 

 

 

 

 

 

 

Pada pembagian 6-klaster percobaan diberhentikan dikarenakan nilai rata-rata tersebut 

mengalami penurunan secara terus-menerus, sehingga proses evaluasi dihentikan dan menggunakan 

n_klaster sama dengan 3 sebagai nilai pembagian silhouette terbaik yaitu sebesar 0.614. Hasil nilai 

tersebut menandakan pembagian klaster dapat masuk ke dalam kategori baik untuk digunakan pada 

tahap selanjutnya. 

 

3.5. Analisis 

Dari hasil evaluasi penelitian yang dilakukan dengan memvisualisasikan hasil klaster ke 

dalam 2 dimensi dan 3 dimensi untuk mempermudah dalam proses analisis pembagian klaster 

tersebut. Gambar 6 dan Gambar 7 menunjukkan hasil visualisasi klaster pada bentuk masing-

masing 2D dan 3D. 

 

 

 

 

 

 

 

 

 

 

 

Gambar 6. Visualisasi kalster 2 dimensi 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Gambar 7. Visualisasi klaster 3 dimensi 

 

Dapat di lihat dari hasil visualisasi pada gambar-gambar sebelumnya bahwa titik berwarna 

biru adalah Klaster 1, Klaster 2 berwarna merah, dan kuning merepresentasikan Klaster ke 3. Tabel 2, 

Tabel 3, dan Tabel 4 adalah detail pembagian klaster. 

 



Clustering Menggunakan Metode K-Means Dengan 

Bantuan Metode Elbow 

 

Brian Wijaya 

 
 

263 

Tabel 2. Klaster 1 
 

 

Tabel 3. Klaster 2 
 

 

Tabel 4. Klaster 3 
  

 

 

 

 

 

 

 

 

 

 

Hasil menunjukkan bahwa pembagian yang dilakukan pada klaster pertama nilai tertinggi 

terdapat pada SO2 dan NO2, PM10 dan O3 memperoleh nilai tertinggi pada klaster kedua, dan pada 

ketiga CO dan NO2 memiliki nilai tertinggi. 

 

 

4. KESIMPULAN 

 

K-Means merupakan metode Pengelompokan yang sangat populer dan cukup mudah untuk 

diimplementasi. Pencarian jumlah klaster terbaik dapat dicari dengan menggunakan metode elbow 

dan sebelum proses klasterisasi dilakukan, perhitungan nilai silhouette coefficient menjadi kunci 

untuk validasi dari hasil yang diperoleh metode elbow. Pada hasil klaster diketahui bahwa beberapa 

kelompok dengan 2 fitur dapat divisualisasikan dengan 2D dan penggunaan visualisasi 3D pada 

jumlah fitur lebih dari 2. Saran yang dapat diberikan untuk penelitian selajutnya sebaiknya dataset 

yang digunakan tidak memiliki data kosong untuk mendapatkan nilai pengelompokan terbaik 

 

Dapat disimpulkan juga bahwa dari hasil perhitungan dengan metode elbow, n_klaster 

terbaik adalah sama dengan 3. Penentuan nilai n_klaster tersebut kemudian dievaluasi dan 

divalidasi lagi dengan menghitung nilai silhouette coefficient. Nilai n_klaster sama dengan 3 

memiliki nilai silhouette coefficient tertinggi yaitu sebesar 0.614, sehingga digunakan dalam proses 

selanjutnya. Jumlah klaster yang sudah diperoleh kemudian divisualisasikan ke dalam 2D dan 3D. 

Ditemukan adanya kesamaan pola pergerakan atau peningkatan yang signifikan pada PM10 dan 

CO yang masuk ke seluruh klaster yang ada. 

 

Hal ini mengindikasikan bahwa setiap kali PM10 atau CO mengalami peningkatan, maka 

dapat dipastikan polutan lain akan mengalami kenaikan juga. Oleh karena itu, pengaruh kerusakan 

lingkungan dapat diketahui seiring dengan meningkatnya jumlah polutan yang ada. Sebagai 

tambahan lagi untuk penelitian selanjutnya adalah menambahkan metode clustering yang berbeda 

dan lebih modern sebagai pembanding karena metode yang digunakan pada penelitian ini 

merupakan metode yang sudah cukup lama, sehingga diperlukan metode clustering yang lebih 

baru. 
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